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Résumé
Les communications optiques en espace libre sont devenues un domaine d’intérêt croissant au
cours des dernières années, dans lequel les dispositifs optoélectroniques fonctionnant dans la
gamme des longueurs d’onde de l’infrarouge lointain (LWIR) pourraient être de sérieux con-
currents des longueurs d’onde traditionnelles des télécommunications pour les liaisons atmo-
sphériques. En effet, les grandes longueurs d’onde sont moins affectées par les perturbations
atmosphériques. Toutefois, le déploiement des communications en espace libre dans le LWIR
est limité par la disponibilité des éléments de base passifs et actifs tels que les modulateurs
d’amplitude et de phase rapide et les recombineurs de faisceaux.

Dans ce travail, nous présentons le développement d’un modulateur externe en géométrie
guide d’onde, basé sur l’effet Stark inter-sous-bande, fonctionnant à λ = 9 µm. Cet effet est
particulièrement intéressant pour la modulation en raison de sa réponse intrinsèquement rapide,
son accordabilité élevée et linéaire en longueur d’onde avec une tension appliquée, et sa faible
consommation d’énergie. Nous avons intégré des puits quantiques asymétriques couplés dans
un guide d’ondes InGaAs sur InP afin de maximiser l’interaction optique tout en minimisant la
capacité électrique du composant. Le résultat est un modulateur polyvalent capable d’effectuer
une modulation d’amplitude ou de phase par un choix judicieux de la polarisation et de l’intensité
de la modulation RF appliquées. Dans l’optique d’une future intégration monolithique, nous
avons conçu et fabriqué des recombineurs de faisceaux passifs en guide d’ondes basés sur des
interféromètres multimodes (MMI) ainsi que des détecteurs à cascade quantique (QCD) pour la
détection cohérente. Nous présentons leurs performances, et en particulier celles d’un séparateur
MMI 2x2 3dB et d’un MMI hybride 90 degrés 2x4, qui sont des éléments essentiels pour les
émetteurs-récepteurs intégrés pour communications cohérentes.

Mots clés : Optique intégrée, guide d’onde, modulation optique, télécommunications en espace
libre, infrarouge lointain

iii



Abstract
Free-Space Optical (FSO) communications has become a field of growing interest over the past
years in which optoelectronic devices operating in the Long Wave Infrared (LWIR) wavelength
range could be serious competitors to traditional telecom wavelengths for atmospheric links as
they are less impacted by atmospheric perturbations. However, the deployment of LWIR FSO
communications is limited by the availability of basic passive and active building blocks such as
high-speed modulators and beam combiners among others. In this work, we present an external
integrated modulator based on inter-subband Stark effect operating at λ= 9 µm. This effect
is of particular interest for modulation due to its intrinsically fast response, high wavelength
tunability under applied bias and low RF power consumption. We embedded asymmetrical
coupled quantum wells within a deep ridge InGaAs on InP core waveguide in order to increase the
optical interaction and reduce the geometrical capacitance. The result is a versatile modulator
able to perform either amplitude or phase modulation by an appropriate choice of applied DC
bias and RF modulation. In addition, we designed and fabricated passive waveguide beam
combiners based on Multi Mode Interferometer (MMI) and quantum cascade detectors (QCD).
We present their performance and in particular 2x2 3dB MMIs splitter as well as 2x4 90 degree
Hybrid MMIs which are critical building blocks for integrated transceivers based on complex
modulation format and are planned to be integrated with a QCD.

Keywords : Photonic integrated circuit, optical waveguide, optical modulator, free space op-
tical communications, long wave infrared
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Chapter 1
General introduction

This first introductory chapter aims at presenting the challenges of optical telecom-
munications through historical and theoretical aspects. In a first part, a brief his-
torical review of the development of telecommunications will be presented, which
justifies the predominance of RF in modern wireless telecommunications. This will
be followed by a presentation of the challenges and potential advantages of long wave
infrared-based free space optical communications that are the main motivations to
the development of the components presented on the following chapters of this work.

Objectives

Contents
1 A quick history of telecommunications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Free space optical communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Challenges of FSOC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Absorption and scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Alignment constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3 Objectives of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
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Chapter 1. General introduction

1 A quick history of telecommunications

Before the 19th century, and as early as the ancient Greek times, chains of beacons situated on
high ground were used to transmit a single binary information. Those were using smoke signals,
fires, flags etc... Those beacons, probably constitute the very first organized telecommunication
network to transfer information across long distances. Later, this system of beacon chains was
reused with more complex alphabets to allow the transmission of more complex messages over
longer distances. In particular in the late 1700s, Claude Chappe invented a semaphore telegraph
system with a complex alphabet of 92 symbols encoded on the position of three articulated
arms on a high pole, which soon was used to transmit messages all over France [1]. In this
system, the carrier is the visible light, transmitted from a semaphore to another one through
the atmospheric channel. One can say that Chappe’s semaphores was the very first free space
optical telecommunication system.

Soon after, a new telecommunication system arose with the invention of the electrical tele-
graph. Democratized by Samuel F.B. Morse and its famous alphabet, and Alfred Vail, it and
became commercially used in the United States of America in 1838 [2]. Their system used an
electrical current as the carrier and electrical cables as the transmission channel. It soon became
a worldwide adopted communication system with the creation of the International Telegraph
Union in 1865 to establish standards for international communications. A year later, the first
continuous transatlantic communication using a transatlantic electrical cable was established.
Those were the early years of electrical communication.

In parallel, with the development of acoustic telegraphy as a way of multiplexing telegraph
messages in a single cable, came the invention of the telephone, often attributed to Alexander
Graham Bell in the 1870s. Even though the attribution of this invention to Bell is a subject
of controversy [3], his contribution to the commercial use of them is indisputable as he created
the very first telecom company (the Bell Telephone Company, which then became the American
Telephone and Telegraph Company). Bell also is attributed to the invention of modern free
space optical telecommunications with his "photophone". Even though this invention never had
the same success as the telephone and didn’t reach commercial applications, it demonstrated
the key principles of free space optical telecommunications and enlighten some of its limitations.

From the 20th century to the 21st century, enormous technological progress lead to the wide
and diversified telecommunication technologies used nowadays. The early 20th centuries show
the rise of radio transmissions, thanks to the work of Guglielmo Marconi, which used the work of
many other physicists to perfect his radio transmitter and receiver, pushing what initially was a
laboratory demonstration object, to an actual telecommunication device. Marconi’s radio devel-
opment was followed by a clear renew of interest to free space optical communications, using at
their beginning kilohertz to a few megahertz radio waves. From his work, constant technological
progress was made, pushing the generation of radio waves up to the GHz frequency range in the
second part of the 20th century. Radio frequency communications has since coexisted together
with telephone and telegraph communications, until the digital revolution and the birth of the
internet era put an end to the latter at the end of the 20th century.
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1. A quick history of telecommunications

The progress made in semiconductor technologies, in particular the invention of the tran-
sistor in 1947, developed to replace electromechanical relays, was the starting point for the
development of modern digital communications. This digitalization of communications greatly
increased the capacity of the already existing telecommunication network cables. This era, re-
ferred to as the semiconductor era, was marked by a quick development of integrated electronic
circuits, which soon were found in every telecommunication system. These were the years of the
increased development of digital TV and cellular broadcasting services, and satellite microwave
telecommunication systems.

At the same time, between the 1960s and 1970s, a new interest arose for optical communica-
tions through guided and unguided media. Those interests came from two main breakthroughs
: the development of the laser in 1959 by Theodore Maiman followed 7 years later by the first
demonstration of an optical transmission through a glass fibre by Charles K. Kao and Georges
A. Hockham in the UK [4]. Since this pioneering work, tremendous progress was made in the
fabrication of silica fibres, until they reached optical losses much below 1 dB/km approximately
in the 1970s, and even down to 0.2 dB/km in the 1980s, with the development of the first
single-mode optical fibre. This progress made optical fibres a much more interesting alternative
for long range communications than coaxial cables, which were defining at that time the highest
standards. The following years were marked by the standardization of optical fibres, the inven-
tion of the optical fibre amplifier (such as erbium doped fibre amplifier and Raman amplifiers)
and the wavelength division multiplexing, which further pushed the capacity of a single opti-
cal fibre to Terabits per second over distances of kilometres. This marked the clear renew for
optical telecommunication systems, and optical fibres, became the foundation for local (LAN),
metropolitan (MAN) and wide (WAN) area networks. Intercontinental subsea telecommunica-
tions links highly rely on optical fibres too, which have been elected as technology of choice for
the Internet. Nowadays, there is a growing interest toward exporting optical communications,
out of the fibre channel, making use of the free space to transfer information.

Currently, telecommunications systems are using a wide diversity of technologies that is
schematically presented in Figure 1.1 covering the electromagnetic spectrum from the Radio
Frequency (RF) domain up to the infrared and visible optical domains.

The interested reader willing to deepen the chronicles of telecommunications development
from 1850s to nowadays can find extensive information in [4], which served as a basis to this
brief historical summary.

3



Chapter 1. General introduction

Frequency
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Figure 1.1: Electromagnetic spectrum and principal frequency bands exploited for telecommu-
nications. Wireless communications are on top, wired communications at the bottom. Logos
are distributed under a free licence agreement from Vecteezy.com

2 Free space optical communications

In the first part of this introductory chapter we have presented a brief overview of the historical
development of telecommunications, leading to the actual modern and diversified panorama. In
the following, we focus on wireless communications and particularly, on the development of Free
Space Optical Communications (FSOC). We will present the reasons driving their technological
development, and the practical limitations on the current FSOC technology mainly established
at the telecom wavelengths around 1.55 µm, which oriented us toward the Long Wave Infrared
- 8 to 12 µm - (LWIR) spectral band.

In the past decade, FSOC have shown a renewed enthusiasm and many works dedicated
to the development of those telecommunication solutions have resulted to a rapid evolution of
this domain. Indeed, the current status of wireless communications, dominated by RF commu-
nications, is reaching the saturation of its allocated bandwidth. In RF systems, an allocated
bandwidth represents up to 20% of the carrier frequency [5]. The fast-growing demand for higher
data rates is therefore not seen as addressable in the years to come, by RF communications only.
Solutions must be found, pushing toward the use of optical frequencies [6]. At optical frequen-
cies, an allocated bandwidth of only 1% for a wavelength of 1.55 µm already represents a 2
THz bandwidth, much higher than any RF carrier frequency, revealing the potential of optical
communications [7]. FSOC were initially proposed as a solution to the last mile problem, i.e. the
connection of the end user to the telecommunication network (optical fibres or coaxial cables),
which necessitate the deployment of costly and complex infrastructures for a limited number of
users. In fact, it is often in the last mile connection that is lost the most in terms of energy
and cost efficiency. It is particularly the case for low population density areas. Other envisioned
applications of FSOC have also attracted interest, among them, we can cite : back-haul solu-
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2. Free space optical communications

tions for cellular or optical fibre systems, network recovery in case of natural disasters, war or
terrorism attacks, energy efficient satellite communications [6, 8, 9].

Multiple wavelength windows can be used for such FSOC systems, as presented in Figure 1.2.
Three main transmission windows are clearly visible in the infrared domain. It is in the Short
Wave Infrared - 1 to 2 µm - (SWIR) than most of the effort in developing FSOC has been
pursued, due to the already technological maturity of the semiconductor and fibre based tech-
nologies. Very recently, a demonstration of a transmission over a distance of 50 km in a turbulent
atmosphere has reached the Tbit/s rate using a laser at 1.5 µm, polarization multiplexing and
high order coherent modulation formats. This data rate, which is of the same order as data rates
transmitted nowadays through commercial optical fibres, has been possible by employing a full
adaptive optical system to correct the distorted wavefront of the channel due to the propagation
across the turbulent medium [10].

Figure 1.2: Spectral attenuation of an ideal atmosphere on a horizontal plane at sea level. From
[11]

However, the practical deployment of FSOC has been facing multiple challenges in their
deployment that are still greatly limiting their adoption. Their high sensitivity to weather
condition and particles (such as fog, haze, dust, and smog) can greatly impact their performance
and even compromise the availability of the telecommunication link [12, 13]. In the following
section, we will explain the limitations introduced by the atmosphere on FSOC, that justifies
the use of the Mid Wave Infrared - 3 to 6 µm - (MWIR) and LWIR spectral band.

2.1 Challenges of FSOC

2.1.1 Transmission through a turbulent atmosphere

The atmospheric channel is essentially a turbulent media characterized by several local in-
homogeneities that are linked to temperature variations, gases and particles concentration,
densities variations, etc. All these contributions, which chaotically evolve in space and time,
lead to local changes of the atmosphere optical index that can be quantified by considering
its spatial fluctuations between two positions (r1 and r2) at a given instant in time. These
can be quantitatively described by the so-called refractive index structure coefficient, C2

n =
⟨(n(r1) − n(r2))2⟩ /|r1 − r2|2/3, which is expressed in m−2/3, and is often used as standard met-
ric to quantify the impact of turbulences on the propagation of optical signals through the
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Chapter 1. General introduction

atmosphere. Those inhomogeneities can lead to strong deformations of an optical beam, such
that a high quality Gaussian output beam from a laser emitter, will arrive completely distorted
at the receiver side after its propagation across the turbulent atmosphere, as shown in Figure 1.3.
The longer the propagation path, the stronger those effects will be. Typical effects experienced
by the propagated beam are beam broadening, beam wandering, scintillation, and attenuation.
Each of them is briefly described bellow.

Figure 1.3: A distorted beam after a 10 km propagation through a turbulent atmosphere. The
simulation has been performed at 1.55 µm with C2

n = 10−14m−2/3 and considering a near ground
propagation. The inner dark circle represents the original beam size (1/e2) as is is emitted, while
the outer circle represents the final size at the receiver for a propagation in a non turbulent
atmosphere. Image taken from [12]

Beam broadening : under the influence of turbulences, is a subject that has been widely
studied in the literature [12, 14, 15, 16]. During its propagation, a beam (which we assume
Gaussian in the following) will progressively broaden due to the combined effects of diffraction
and turbulences. The beam broadening in a turbulent medium can be computed under the
Rytov approximations, such that it writes as [16, 15] :

W (L)2 =

Wd(L)2(1 + 1.33σ2
RΛ5/6), if σ2

R ≤ 0.3 (low turbulences asymptote)

Wd(L)2(1 + 1.63σ12/5
R Λ), otherwise (high turbulences asymptote) [17]

(1.1)

where σ2
R = 1.21C2

nk
7/6
0 L11/6 is the Rytov variance, Λ = 2L/(k0Wd(L)2) depends of the wave

vector k0 and the diffraction broadened beam Wd(L) after a propagation distance L.
As can be seen on Figure 1.4a, the broadening under turbulent conditions is stronger at

shorter wavelengths. In the presented example one can see that under moderate turbulence, for
C2

n = 10−14 m−2/3, the broadening is increased by 6% (with respect to the diffraction induced
broadening) at 1.55 µm while it is only increased by 3% at 9.1 µm for a beam propagated across
10 km. The difference is even more significant for high turbulences, at C2

n = 10−15 m−2/3 for
example, where it represents a nearly 70% increase at 1.55 µm while it is less than 40% at 9.1
µm.

Alternatively, one might want to consider the spatial coherence radius after propagation
through a turbulent atmosphere, which is of particular importance for coherent communication
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10 15 10 14 10 13

C2
n [m 2/3]

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7
W

LT
/W

= 9.1 µm low turbulences asymptote

= 1.55 µm low turbulences asymptote
= 1.55 µm high turbulences asymptote

= 9.1 high turbulences asymptote = 9.1 µm low turbulences asymptote

(a)

10 15 10 14 10 13

C2
n [m 2/3]

100

101

102

0
[c

m
]

= 9.1 µm
= 1.55 µm

(b)

Figure 1.4: a) Normalised broadening of a Gaussian beam with 0.25 mrad divergence after
propagation over 10 km, as calculated by Rytov equations. b) Spatial coherence radius of the
same beam after propagation over the same distance with constant turbulences (C2

n constant
with the position, not depending on z).

systems. The transverse coherence length ρ0 after propagating over a distance L can be expressed
as [12, 15] (with λ the wavelength) :

ρ0 = 0.088
[∫ L

0

(
1 − z

L

)
C2

n(z)dz
]−3/5

λ6/5 (1.2)

The above model is valid only when ρ0 is much bigger (respectively much smaller) than the inner
(respectively, outer) scale of the turbulence. Under strong turbulences, ρ0 can become smaller
than the beam waist. In that case, the divergence angle would not evolve as λ/W0 but rather
as λ/ρ0, thus resulting in a net λ−1/5 dependence. This would translate in a slight advantage
for LWIR based FSOC with respect to SWIR based ones.

Beam wandering : can be interpreted as the standard deviation of the beam barycentre ρc.
As stated in [12], there is no general expression of it, but in the case of intermediate turbulences,
it writes as :

⟨ρ2
c⟩0.5 = 0.26λL

ρ
5/6
0 W 1/6

(1.3)

where W is the beam waist at the emitter. Considering Equation 1.2, ⟨ρ2
c⟩0.5 appears roughly

independent of the wavelength.

Scintillation : is the intensity fluctuation of the received beam. The Rytov variance σ2
R,

introduced in the previous paragraph (beam broadening), quantifies this scintillation effect as
the normalized intensity variance and its expression is valid in the weak regime of turbulence
(i.e., for σ2

R < 0.3). Its expression is roughly inversely proportional to the wavelength (λ−7/6).
Under strong turbulence, i.e. beyond the validity limit of Rytov approximation (σ2

R > 0.3),
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Chapter 1. General introduction

saturation effects appear. Since these effects are stronger for shorter wavelengths, LWIR based
FSOC might also have an advantage in comparison to the shorter wavelength.

It can also be shown that the frequency of scintillation evolve as λ−6/5 [12]. The bandwidth
of adaptative optics systems would therefore roughly evolve as the inverse of the wavelength,
resulting in great advantage for LWIR with respect to SWIR which also requires fewer actuators
due to a larger spatial coherence for longer wavelengths.

2.2 Absorption and scattering

The different particles in suspension in the atmosphere might have a great impact on the diffusion
and absorption of a light beam. Many models can be used to describe scattering by particles, the
model of Mie scattering by spherical particles is one of those, which provides physical insight of
the phenomena involved. In this paragraph, we mainly focus on the scattering by water droplets
and clouds, as explained in [12]. The extinction coefficient due to the presence of those aerosols
is highly dependent on the droplet’s mean size (which are treated as homogeneous spheres).
When the typical radius of those is much lower than the optical wavelength (Rayleigh limit),
the extinction coefficient grows quickly with increasing particles size over wavelength ratio. On
the other hand, when the wavelength is much smaller than the droplet size, the scattering
effect reaches a stationary maximum and is relatively independent of the wavelength (this is the
geometrical limit).

In [12], Delga et al. reported the expected attenuation of different hydrometeors (a volume
distribution of spherical particles made of water droplets) on a laser beam propagating through
the atmosphere as a function of the wavelength. Those are presented in Figure 1.5. One can
clearly see a non-negligible advantage for the LWIR wavelengths, where the attenuation from
different hydrometeors are 40% to 90% lower than in the SWIR. It is interesting to note that there
is no substantial advantage for the MWIR wavelengths in comparison to the SWIR regarding
this aspect. This argument again suggests a higher potential for LWIR based FSOC.

2.3 Alignment constraint

Contrarily to the RF wireless communications, which have low directivity, the alignment con-
straints of a laser based FSOC system are much higher. With a typical collimated laser beam
with 0.25 mrad divergence, a slight 1 mrad (0,06◦) misalignment will result in missing the target
by approximately 10 m after a 10 km long propagation. Vibrations of the emitter and receiver
(to a lesser extent) must therefore be highly limited, or they would otherwise greatly impact the
availability of the FSOC link. For short propagation distances, the point-to-pint alignment may
not be so critical on the FSOC link performance, and might be sufficiently ensured by using a
laser beam with a wider divergence angle at the emitter side, and dedicated optics to collect the
signal at the receiver side. On the other hand, when it comes to long-range propagation, dy-
namic tracking system must be employed [18]. It particularly is required in the case of coherent
systems, where deformations of the phase front introduced by atmospheric turbulences have to
be corrected using multiple apertures or adaptative optic systems, but these constraints would
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(a) (b)

Figure 1.5: a) Relative attenuation of different types of hydrometeors with respect to λ = 1.55
µm. obtained from Mie scattering simulations (from [12]). b) Experimental attenuation through
the atmosphere of different wavelength during a change of weather and light rain at 22h00. The
improvement at 8.1 µm after the rain is attributed to a "washout" effect of the atmospheric
pollutants and dust caused by the rain (from [13])

again be relaxed for LWIR wavelengths in comparison to SWIR, as previously explained.
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Chapter 1. General introduction

3 Objectives of this work

We have discussed the advantages of LWIR-based optical communications in the previous para-
graphs, which motivate the work carried out in this thesis. In particular, in this work we focused
on the development of the main photonic building blocks for a LWIR based photonic integrated
circuits, FSOC transceiver. Indeed, the low maturity of integrated photonic components working
in this peculiar spectral band, until now, has been one of the main limitations to the develop-
ment of LWIR based FSOC. Additionally, these limitations are not only related to the lack of
discrete and telecom grade optoelectronic components, but also to the limitation of character-
ization equipments and procedures, which represent a great challenge that further limits their
wide adoption. The very recent progress made on Quantum Cascade Laser (QCL) and Quantum
Cascade Detector (QCD) brought a new interest to the LWIR spectral band [12, 19]. Yet QCLs
are hardly the only product to have reached commercial maturity in this spectral band, even
though some QCDs are commercialized in the MWIR band. There also exist many commercial
detectors, such as MCT detectors, but those are not very adapted to high-speed telecommuni-
cations, as will be discussed in chapter 5. The development of passive components and their
integration with QCL sources in the LWIR spectral range has attracted renewed interest [20, 21,
22], while other components such as external modulator, optical amplifier, polarization rotators
and isolator have yet not been reported.

The work pursued in this thesis is part of a European H2020 project, the cFLOW project1,
whose aim is to develop a fully integrated platform for FSOC in the LWIR spectral band, com-
posed by an emitter and a receiver photonic integrated circuits. The main goal is to demonstrate
coherent communications at a wavelength of 9.1 µm with data-rates above 20 Gbit/s over a 5 km
distance at first. The emitter is composed of a QCL, a phase modulator and a semiconductor
optical amplifier heterogeneously integrated in a common platform, while the receiver is com-
posed of a QCL, a semiconductor optical pre-amplifier, a passive beam combiner and a quantum
cascade detector that will be monolithically integrated on the same chip. A schematic of such
integrated emitter and receiver is shown, as an example of a possible integration, in Figure 1.6.
In this work, we focus on the design, fabrication and characterization of the modulator, the
passive beam combiner and the detector.

In a second chapter, we will present a theoretical background of laser based optical telecom-
munications, together with the materials and quantum well optical properties, and the frame-
work of guided optics used in the thesis. In particular, the dielectric constant in the LWIR
domain of relevant materials used in this work, and the experimental methods employed to
retrieve them, will be discussed.

The third chapter will be about the theory and design of Multi Mode Interferometers (MMIs),
which will be key building blocks employed as beam splitters and combiners for the development
of the heterodyne coherent receiver, and the modulators in a Mach-Zehnder configuration. We
will present their design procedure and fabrication, before detailing the experimental perfor-
mance obtained using a dedicated characterization setup developed in the framework of this

1https://cflow-project.eu/
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a)

b)

Figure 1.6: a) Artistic view of a possible integration approach for a) coherent emitter PIC inte-
grating a QCL, modulator and a semiconductor optical amplifier. b) The heterodyne coherent
receiver PIC, with optical amplifier, local oscillator QCL, QCD and beam combiner.

work. A more general discussion of available waveguide geometries together with the achieved
performance in terms of optical losses in a photonic integrated platform will be provided, as well
as solutions to model and limit them.

Following the whole theoretical and experimental background introduced in the previous
two chapters, the fourth chapter will focus on the modulator development, the most challenging
component designed during this thesis. Before providing a detailed description of its design, we
will present a theoretical description of the main possible physical effects that can be used for
optical modulation, and a state-of-the-art of optical modulation performance achieved in the
SWIR and the LWIR optical ranges. The integration strategy followed, and its implications on
the fabrication process will then be discussed, before presenting the electro-optical characteriza-
tion of the fabricated components. We will in particular show a demonstration of an electrically
driven waveguide optical phase and amplitude modulator in the LWIR.

In the final chapter, the QCD for the receiver, fabricated and characterized during this work,
will be presented after having introduced the theoretical background about their design. On a
second part, the design and measured performances of a 90◦ hybrid MMI will be presented, as
well as the perspectives which these developments open toward a fully integrated I/Q coherent
receiver.
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Chapter 2
Theoretical foundations of optical
telecommunications and semiconductor
optical properties

In this chapter, we introduce some basis of laser-based optical telecommunications.
Information encoding on a monochromatic light beam is discussed and the main
modulation formats are described. One of the main limitations for data transmis-
sion is represented by the additive white Gaussian noise. In this chapter, its impact
on the channel capacity is briefly discussed and the theoretical bit error rate achiev-
able on the main coherent modulation formats of interest for this work are also
compared. In the second part of the chapter, the optical properties of the semi-
conductor compounds and dielectric materials relevant for optical communications
in the Long Wave InfraRed (LWIR) window are presented. Experimental measure-
ments performed on bulk materials and multi-quantum wells systems are compared
with theoretical models, to retrieve the optical parameters of interest. These have
been subsequently employed to design the devices presented in the following chap-
ters, and based on the optical waveguide framework, extensively used throughout
this thesis.

Objectives
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1. Optical telecommunications

1 Optical telecommunications

In this first part, we will discuss the basis of the transmission of information encoded on optical
signals. Most of the concepts here presented can also be found in [23]. For this purpose, we
consider a general optical telecommunication system composed by a transmitter (on one side),
which sends the optical signals through a propagating medium (the transmission channel), and
a receiver (on the other side). In a general case, the transmission can be bidirectional, with
transmitter and receiver modules present at both ends of the telecommunication link. On the
emitter side, the generation of the light beam is generally made by a coherent source, for example
a semiconductor-based laser. The information can thus be encoded onto the light beam either
by direct modulation of the laser emission (for instance, by directly modulating the current of
an electrically driven semiconductor laser), or by using an external optical modulator, which
modulates the continuous-wave (CW) output of the laser injected through it. In this thesis,
we focus on externally modulated laser, as the direct modulation of a laser produces a slight
change of its wavelength which can be detrimental for phase-based modulation formats. The
modulated signal can eventually be amplified and sent through the transmission channel (optical
fibres, semiconductor waveguides, free space, etc...).

At the other end of the transmission channel, the optically modulated light beam reaches the
receiver module, where it can be re-amplified before being detected. It is then decoded by either
direct detection on a photodiode in the case of amplitude modulated signal, or by a coherent
receiver, in the case of phase based modulation format.

1.1 Modulation formats, encoding information on light

As seen before, an optical telecommunication system uses light as a carrier. In modern laser-
based telecommunications, the light is a monochromatic electric field E. Four degrees of freedom
can in principle be used to encode information:

E⃗ = E0cos(ωt+ ϕ)u⃗p

• The amplitude E0.

• The carrier wavelength λ or frequency ω = 2πc/λ with c the vacuum velocity of light.
This is the "colour" of the light

• The phase ϕ.

• The polarization, this is the orientation of the electromagnetic field u⃗p. We can distinguish
Transverse Electric (TE) or Transverse Magnetic (TM) orthogonal linear polarizations
states.

Contrarily to the radio-frequency domain, fast switching of the wavelength of a laser is
generally not convenient and actually quite difficult to achieve. The same is also true for the
polarization state of the light. Therefore, these two degrees of freedom are generally reserved
for multiplexing purposes.
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Amplitude modulation, on the other hand, has been the main way of encoding information
on a light beam and is often refereed as Amplitude Shift Keying (ASK) modulation. The most
classical and natural way to encode information is to switch the optical carrier between two
states: ON and OFF. This can be achieved by different means and it does not necessarily imply
switching the optical signal on and off, but rather between two discrete levels. This modulation
format is called On-Off Keying (OOK), where the modulation is performed by simply changing
the signal amplitude between the two levels, one of which is set to zero. In this case, the two
states (On and Off) are then defining two symbols of 1 bit each, as represented in Figure 2.1.
The data transmission speed, which is called the symbol rate or baud rate, and measured
in symbols per second, is in that particular case equal to the modulation frequency, as one
bit per symbol is used. The amplitude modulated signal is a sinusoidal wave of varying step
amplitude that oscillates at the carrier frequency (in practice several orders of magnitude greater
than the modulation frequency). The constellation diagram, which is a visual representation
of the modulated signal symbol states in the complex plane, is presented on the right side of
Figure 2.1. It presents the "0" symbol at the origin and the "1" symbol on the unitary circle
and real axis intersection (the amplitude is normalised). In the presence of noise sources in the
telecommunication system, either on the phase or on the amplitude of the modulated signal,
the position of the symbols in the constellation diagram will be less clearly defined. This results
in a "cloud" of points around the theoretical positions, which represents the dispersion of the
decoded bits, as shown in Figure 2.1b. From that, it can be easily understood that the more
spaced the symbols on the constellation diagram, the more robust the modulation format is
against additive noise. In the following part, we will introduce the different modulation formats
used in lasers-based optical telecommunication systems and will discuss their impact on the link
capacity.

0 0 0 01 0 1 1 11

OOK modulated optical signal

0 1

Time

Figure 2.1: Left : Binary digital data to be encoded on the optical carrier and resulting OOK
encoded signal. Right : Constellation diagram of an ideal OOK modulation format. Amplitude
and phase noises result in received stated that form a "cloud" around the ideal symbol position.

The second type of modulation consists in encoding the information on phase shifts, this
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way of encoding is refereed as Phase Shift Keying (PSK). The equivalent two symbols in phase
modulation format to OOK is the Binary Phase Shift Keying (BPSK) in which a π phase shift is
used to encode for either a "0" or "1" bit. Such a modulation is represented in Figure 2.2. As can
be seen on its constellation diagram, the euclidean distance between both symbols is twice as
much as it is in the OOK modulation format. Therefore, a much more robust communication,
regarding noises, is to be expected with that modulation format. On the other hand, PSK
modulation format require being able to measure the phase of the received modulated signal to
decode the information. That cannot be done with the use of a single photodiode and requires
the use of interferometry with a local oscillator laser and balanced photodiodes, as represented in
Figure 2.4. Coherent communication links also requires the use of laser with very thin linewidth
to work properly [24].

1 1 0 01 0 1 0 10

BPSK modulated optical signal

0 1

Time

Figure 2.2: Left : Binary digital data to be encoded on the optical signal and resulting encoded
BPSK signal. Right : Constellation diagram of an ideal BPSK modulation format. Amplitude
and phase noises result in received stated that form a "cloud" around the ideal symbol position.

When the noise is not a limiting factor in the telecommunication link, one can use more ad-
vanced modulation format with multi-level encoding to increase the number of bits per symbol.
Thus, transmitting at a higher bit-rate for a same baud rate or modulation frequency. With
4 symbols, two bits per symbol are transmitted, hence doubling the bit rate by only changing
the modulation format. This can be done with either four phase amplitude levels (PAM4 or
4ASK), four phase levels (QPSK) or two phase and two amplitude levels (2ASK-2PSK). Then
each power of two symbols (16, 32, 64 etc...) can be addressed by multiple quadrature amplitude
phase modulation (MQAM) formats. Those are modulation formats where the symbols on the
constellation diagram are arranged in a square lattice, thus an optimised euclidean distance be-
tween each symbol, which implies a higher robustness to noise. Hexagonal MQAM modulations
formats are also an even better solution, regarding their higher robustness to noise, than square
MQAM (as the inter-symbol euclidean distance is higher). However their practical implementa-
tion has been limited due to their inherent difficult compatibility with binary data system as the
number of symbol in the constellation is, strictly speaking, not a power of two [25]. Moreover,
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hexagonal MQAM requires complex modulator design [26] even though recent results tend to
demonstrate the possibility of using, nowadays mature, I/Q modulators to generate them but
at the cost of a more complex electrical driving [27]. An example of square 16QAM is presented
on the right of Figure 2.3.

00

01

10

11

QPSK

00

16QAM

01 10 11

PAM4

Figure 2.3: Examples of constellation diagrams of advance modulation format. The first two
have 2 bits per symbol while the right one has 4.

Then wavelength division multiplexing, polarisation multiplexing or spatial mode division
multiplexing can be used to increase furthermore the capacity of an optical telecommunication
link. Now we have grasped the importance of the consideration of noise and the impact it might
have on different modulation formats.

As we will see in the next part, coherent modulation formats, potentially combining both
phase and amplitude modulation such as square MQAM, are more robust than simply ASK in the
presence of noise sources. That is the main reason for our interest in them for a free-space LWIR
telecommunication link. The most versatile and nowadays most developed implementation of
such coherent transceivers is presented on Figure 2.4. The external modulation of the laser
is performed in two parallel Mach-Zehnder interferometers in push-pull mode. The top Mach-
Zehnder encodes the in phase (I) modulation part while the bottom one, to which a π/2 phase
shift is added, encodes for the in quadrature (Q) part. Their combination provides access to the
whole square MQAM constellation. On the receiver side, a local oscillator laser (LO) is generally
used as a phase reference to decode the phase modulated signal, and a 90◦ hybrid photo-mixer
used with balanced photodiodes to decode the signal.

The next part focuses on the capacity of an optical telecommunication link with different
coherent modulation formats accessible by those typical I/Q modulators, as the main goal of
this thesis is toward coherent free-space telecommunications.

1.2 Channel capacity and BER

In the above, we have said that the further the distance between symbols in the constellation
diagram of a modulation format, the more robust to noise the communication will be. The
ultimate limitation of this, error-free communications, is given by the Shannon-Hartley theorem.
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LASER Amplifier
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Figure 2.4: Scheme of a coherent emitter-receiver optical communication link. The emitter
is composed of a laser, a modulation part often based on 4 phase modulators in two disctinc
waveguide Mach-Zehnder interferometers and an amplifier. The receiver is generally formed of
an amplifier, a local oscillator (LO) laser, a 90◦ hybrid optical mixer and 4 balanced photodiodes
for the demodulation.

This theorem states that the ultimate capacity of a noisy channel (with an Additive White
Gaussian Noise (AWGN)) depends both on the bandwidth B of the channel and the signal-to-
noise ratio per symbol SNRs of the receiver signal as [28] :

C = B log2 (1 + SNRs) (2.1)

Therefore, increasing the capacity of a telecommunication link can be made either by increas-
ing the system bandwidth or by increasing its Signal to Noise Ratio (SNR) per symbol. The
noise sources should also be minimised if possible. They are mainly four types of noise sources
limiting the SNR of a coherent receiver that are discussed in [29, 30] : the beating AWGN from
the laser LO and amplifier, the photodetector shot and thermal noise and the channel noise.
In general, the limiting noise source will be the beating AWGN noise. Such noise will create
a dispersion of the received demodulated signal state around their ideal value, as shown by
the "clouds" in Figure 2.1 and Figure 2.2 constellation diagrams. The lower the signal-to-noise
ratio, the bigger the clouds will be, to an extent where some detected bits will potentially be
wrongly detected as another. The probability of a wrongly detected bit is given by the so-called
Bit Error Rate (BER) and it symbols equivalent, the Symbol Error Rate (SER). There exist
multiple analytical formulas approaching the ultimate limit of AWGN noise limited BER for
the different coherent modulation format [23, 31, 32]. We hereby recall the derivation of that of
BPSK modulation format to give the ideas behind it.
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BPSK BER : In BPSK modulated signal, one detected signal y can have two discrete values
x = ±

√
Es ∝ E0 (where Es is the symbol energy) to which is superimposed an additive white

Gaussian noise of variance σ2, characterizing the link noise, n = N (0, σ2).
The probability P (y) to receive a bit of energy value y is shown in Figure 2.5. The decision

threshold between a y value interpreted as a "1" or a "0" bit is defined by the vertical axis y = 0.
For positive values y > 0 a bit "1" will be interpreted, while for y < 0 it will be a bit "0". The
probability of a symbol interpretation error Ps is thus defined by the sum :

Ps = P (y < 0|x = Es) + P (y > 0|x = −Es) (2.2)

Under the assumption of an equally probable "1" and "0" emitted bit, the above equation reduces
to the following, and the integral terms are represented as shaded area on Figure 2.5 :

Ps = 0.5
∫ +∞

0

1√
2πσ

e− (x+
√

Es)2

2σ2 dx+ 0.5
∫ 0

−∞

1√
2πσ

e− (x−
√

Es)2

2σ2 dx (2.3)

Figure 2.5: Power density probability function of a received signal with AWGN.

It can easily be shown that both the orange and blue terms in Equation 2.3 are equal, and
that their values are defined in terms of the Q function :

Ps = Q(
√
Es

σ
) (2.4)

Since the distance between two symbols in the constellation diagram is 2
√
Es for BPSK

modulation format, the signal-to-noise ratio per symbol (that is equal to the signal ratio per
bit in that case) is equal to SNRs = Es/2σ2. Therefore, for BPSK modulation format, the bit
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error rate writes in AWGN limited channel writes as :

BER = Q(
√

2SNRb) (2.5)

BER of other coherent modulation format : Similarly to the above derivation, other
semi-analytical formulas can be derived for other kind of modulation formats and are found in
various books [32, 31]. Those are presented in Figure 2.6.
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16QAM / 2ASK-2PSK
32QAM
64QAM / 4ASK-2PSK

Figure 2.6: BER versus SNR per bit for different coherent modulation format [33, 23].

One can see that at a given signal-to-noise ratio per bit, the lower order modulation format
(the ones having less bit per symbol) will produce fewer errors (except for QPSK/BPSK), and
even more for a partly in phase modulation format (PSK). Moreover, at a given modulation
order, the multiple QAM format outperforms their PSK counterpart, and themselves their ASK
counterpart, as is visible in the comparison between (8PSK and 8QAM). That is due to the
higher distance between symbols in their constellation diagram, leading to a higher robustness
to noise. Those considerations made the mQAM very popular high order modulation format at
telecom wavelength (1.3, 1.55 µm). Then after detection, some forward error correction code
can be used as well as digital signal processing to increase the data rate of a system but at the
cost of added latency. Those are discussed for example in [23] and will not be discussed in this
thesis.

Now that we have discussed information encoding on a light beam, one has to introduce
the way this encoding is performed in practice. To that end, we exclusively consider photonic
integrated circuits as they are the main building blocks of modern laser-based telecommunication
systems. The next part will therefore focus on the optical properties of semiconductors and
dielectrics and their usage in optical waveguides for photonics circuits.
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2 Optical properties of semiconductors

In the present section, we focus on the formalism of optical waveguide and semiconductor the-
ory. We will start by presenting how waves propagates in a medium together with the optical
properties of semiconductor materials before diving in more details into quantum well optical
properties and waveguide optics. This section is based on the book on semiconductor properties
from Yu and Cardona and the course on nano-photonics from Novotny [34, 35].

2.1 Optical wave propagation in homogeneous media

2.1.1 Material susceptibility

When a light beam impinges on the intersection between two different materials (independently
of the nature of those materials) it will undergo different transformations. Part of it can be
transmitted in the other material or reflected at the interface. Some will have been absorbed
or scattered by different mechanisms in the incident material before reaching the interface, and
will be absorbed and scattered in the other material too. The interactions and transformations
undergone by an optical beam propagating in a homogeneous medium can be well described in
terms of the spectral response of the media. We therefore will use the harmonic description of
the optical electrical field, which will greatly simplify the notations without loss in generality.
Indeed, any optical electrical field E(r, t), as it is a real and measurable quantity, can be described
by a continuous sum of monochromatic plane waves under Fourier formalism :

Ê(r, ω) = 1
2π

∫ +∞

−∞
E(r, t)ejωtdt (2.6a)

E(r, t) =
∫ +∞

−∞
Ê(r, ω)e−jωtdω (2.6b)

In the above equations, r is the position vector, ω the optical pulsation of the electrical field.
An incident electrical field Ê(r, ω) on a media will induce a local response1 from the media
which is macroscopically described by the induced polarization field P. In the case we consider,
a linear homogeneous material, the induced polarization writes :

P̂(r, t) = ε0χ(ω)Ê(r, ω) (2.7)

χ is the macroscopic electric susceptibility tensor describing the linear response of the material.
In all generality, it is a 3 ×3 matrix, but in the practical cases in this thesis which are homo-
geneous materials, this tensor is composed of 3 diagonal terms which are equals for isotropic
materials. The electrical displacement vector then writes as :

D̂(ω) = ε0 (1l + χ(ω)) Ê(ω) (2.8)

The term 1l + χ(ω) is commonly refereed to, as the effective dielectric tensor of the material εr,
1We assume only a local response of the media as non local dispersion is negligible in the application we are

interested in [34]
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2. Optical properties of semiconductors

and completely defines the linear macroscopic optical response of the material.
Similarly, a magnetic susceptibility tensor can be defined to model the response of the ma-

terial to an external magnetic field, but at optical frequencies it is close to zero for natural
materials. Therefore, we will neglect it in the following. The magnetic field is then linked to the
magnetic induction field by the following relation :

B̂(ω) = µ0Ĥ(ω) (2.9)

where µ0 is the vacuum permeability. Therefore, from the knowledge of the relative permittivity
of a material, any light beam propagation in the media can be modelled as will be presented in
the next paragraph.

2.1.2 Maxwell equations and wave propagation

The classical field description based on Maxwell’s equation is the starting point to describe
optical wave propagation in an arbitrary media. In the spectral representation of the electrical
field, they write as follows :

∇ × Ê(r, ω) = jωB̂(r, ω) (2.10a)

∇ × Ĥ(r, ω) = −jωD̂(r, ω) + Ĵ(r, ω) (2.10b)

∇ · D̂(r, ω) = ρ̂(r, ω) (2.10c)

∇ · B̂(r, ω) = 0 (2.10d)

(2.10e)

The combination of both equations Equation 2.10a and Equation 2.10b leads to the wave
equation, also called the Helmholtz equation, that describe the propagation of waves in an
arbitrary homogeneous media :

∇2Ê(r, ω) − ∇
(
∇ · Ê

)
(r, ω) + ω2

c2 D̂(r, ω) = 0 (2.11)

where c is the vacuum speed of light. General solutions of this equation are found in the form of
harmonic plane wave. Every component (Ê, D̂, B̂, Ĥ) of the optical field will then be written
as :

Û(r, ω) = Û0e
j(ωt−k·r) (2.12)

with Û0 the complex amplitude of the optical field component and k its wave vector. When
looking for the solutions of the waves propagating in a media, k is the eigenvalue of the solution
to the Helmholtz equation that we are looking for and Û0 its corresponding eigenvector. In a
given material of permittivity εr this wave vector will always verify that |k|2 = 2πεr/λ. The
value of the projection of the wave vector along the z⃗ axis, kz, will characterize the propagation
along that axis. Its real value will define the phase velocity of the propagating wave along z⃗ and
its imaginary value, its linear attenuation. In any homogeneous media, causality implies that
the real and imaginary part of the relative dielectric constant (ergo the wavevector norm) are
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linked to each other by the so called Kramers-Kronig relations [36]:

ε′
r(ω) − 1 = 2

π
P
∫ +∞

0

ω′ε′′
r(ω′)

ω′2 − ω2dω
′ (2.13a)

ε′′
r(ω) = −2ω

π
P
∫ +∞

0

ε′
r(ω′)

ω′2 − ω2dω
′ (2.13b)

where ε′ and ε′′ are respectively the real and imaginary part of the relative dielectric constant
and P refers to the Cauchy principal value.

2.1.3 Birefringent material and induced anisotropy

In the above, we only treated the propagation in isotropic material where the dielectric tensor
is diagonal with one eigenvalue of multiplicity 3. This allows the treatment of most of the
materials, and particularly III-V centrosymmetric materials and amorphous dielectrics used in
this thesis. But when structured into thin sub-wavelength layers, a material can present an
anisotropic macroscopic effective dielectric constant. It is the case for quantum well structures
which are at the core of the QCL and QCD devices that will be used in this work. These
quantum well structures present an uniaxial anisotropy with one component of the permittivity
tensor different from the other two (as will be seen further in this chapter) :

εr =


εo 0 0
0 εo 0
0 0 εe

 (2.14)

In that case, the Helmholtz equation has two non-trivial eigenvalues for k which are solutions
to the following equation [37] :

[
k2

0εo − |k|2
] [
k2

0εe − (k2
x + k2

y + εe

εo
k2

z)
]

= 0 (2.15)

where k0 = 2π/λ. The first solutions to Equation 2.15 are the wavevectors whose norm squared is
a sphere of radius k2

0εo (for both real and imaginary value). The second solutions are wavevectors
whose norm squared is an ellipsoid of radius k2

0εo in the (x⃗, y⃗) plan and k2
0εe along the z⃗ axis.

Any wave propagating along the z⃗ axis will then only be sensitive to εo and its electrical field
be in the plane (x⃗, y⃗) thus called the TE polarised wave. Any other incident angle will split the
wave into two polarization states that are either sensitive to the εo for the ordinary wave or to an
effective dielectric permittivity in between εo and εe, which depends on the incident angle. Only
a wave propagating along the z⃗ axis will "effectively see" the same dielectric constant for both
TE and TM polarization, ergo the name "uniaxial" media. There exist all kinds of anisotropic
media such as biaxial crystals, and it is even possible to progressively transition from one to
another by applying, for example, a pressure along one axis. Abundant literature exists in this
domain and the interested reader can refer to the following references [38, 39].
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2. Optical properties of semiconductors

2.2 Optical waveguides

2.2.1 Reflection at a planar interface

In all the above, we presented the fundamentals equations describing the propagation of an
optical wave in a single homogeneous media. When a beam impinges on the interface between
two different materials, those are not sufficient to fully describe what happens, and continuity
relations are needed. Those can be derived from Maxwell equations themselves and are given in
all generality as [40] :

Êt1 − Êt2 = 0 (2.16a)

B̂t1 − B̂t2 = 0 (2.16b)

D̂n1 − D̂n2 = ρsn12 (2.16c)

n12 ∧ (B̂t2 − B̂t1) = µ0js (2.16d)

(2.16e)

The subscript "ti" and "ni" respectively means tangent to the interface and normal to the
interface between the mediums i and j and in the media i. The vector n12 is the vector normal
to the interface between media 1 and media 2 and oriented toward media 2. ρs and js are
respectively the surface density of charges and surface current vector. In practice, js is null for
all real material having a finite conductivity. The planar geometry of the interface considered
in the above, as well as the different notations introduced, are presented in Figure 2.7 for both
polarization states of the incident wave.

(a) (b)

Figure 2.7: Vectorial configuration of the electromagnetic field (a) for a TE polarization, (b) for
a TM polarization. The materials are in all generality uniaxial materials whose optical axis is
along the z⃗ axis.

From Maxwell’s equations Equation 2.10 and the continuity relations Equation 2.16 one can
express the complex amplitude reflection coefficient at the interface between the media 1 and
2 for both TE and TM polarization (the notations and vectorial configuration of the fields are
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presented in Figure 2.7).

rT E = kz1 − kz2
kz1 + kz2

(2.17)

tT E = 2kz1
kz1 + kz2

(2.18)

rT M = kz1εo2 − kz2εo1
kz1εo2 + kz2εo1

(2.19)

tT M = 2kz1εo2
kz1εo2 + kz2εo1

(2.20)

where kzi is the z component of the wave vector ki, and is solution to the left-hand side of
Equation 2.15 for the TE polarized wave (Ê parallel to the interface) or to the right-hand side
of Equation 2.15 for the TM polarized wave (Ĥ parallel to the interface). From Equation 2.20
it can be seen that there exist, for a TM polarization, an angle of incidence ensuring total
transmission of the incident wave that is solution to kz1 = εo1/εo2kz2. This specific angle of
incidence is called the Brewster angle. Similarly, it is possible to have no transmission at all and
a fully reflected wave at a given angle for both TE and TM waves, provided that the dielectric
constant of the incident media be greater than the one of the transmission media.

2.2.2 The planar multi-layer structure

In the above, we have discussed the problem of reflection at a single interface between two
homogeneous media. Real structured materials, whether it is coatings, filters, waveguides or
resonant cavities, are composed of many layers of different materials. It is then important to
be able to calculate the reflection and transmission properties of such a structure. To that end,
we will extend the above considerations to an arbitrary number of materials, and we consider a
3 layer system as a start with the central layer of thickness dj . The reflection and transmission
coefficients of such a system (from media i to media k, refer to Figure 2.8) can be calculated from
the knowledge of the above single interface reflection and transmission coefficients (Equation 2.17
to Equation 2.20) as :

rik = Ê−
i

Ê+
i

= rij + rjke
2jkzjdj

1 + rijrjke2jkzjdj
tik = Ê+

k

Ê+
i

= tijtjke
jkzjdj

1 + rijrjke2jkzjdj
(2.21)
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i j k

0

Figure 2.8: Notations used for the calculation of the reflection and transmission coefficient of a
three layer planar structure. The amplitude of the electric field is used in the definition of the
reflection and transmission coefficients.

In the above, the complex amplitudes Ê+
i and Ê−

i are the amplitudes of the propagating and
contra-propagating waves in media i. They are scalar values that have to be multiplied to the
unitary polarization vector to retrieve Ê+

i and Ê−
i . From Equation 2.21 it is possible to calculate

analytically the reflection and transmission coefficient of an arbitrary stack of homogeneous
mediums by calculating the coefficients of the last three layers, then replacing the last two layers
with an interface having the the previously calculated reflection and transmission coefficients,
and repeating the process up to the first interface.

2.2.3 Planar optical waveguide mode solver

We have presented the equations driving the propagation of an optical beam in a multilayer
structured planar material, and we have noted that propagation in a homogeneous media in a
given direction is possible if and only if the component of the wave-vector in the direction of
propagation has a non-null real part. In a multilayer planar structure as we consider here, we will
call the direction of propagation the parallel direction and the in plane wave-vector amplitude
real value k//.

Following the discussion about the solutions of the Helmholtz equation and the continuity
relations Equation 2.15 Equation 2.16, a wave propagating in a given layer of relative permit-
tivity εr (that we consider real and constant with respect to λ in the following discussion for
simplicity but without loss of generality) will necessarily have a k// ≤ k0

√
εr. If that is not the

case, the non parallel component of the wave vector kz will necessarily have a pure imaginary
value, therefore meaning a propagation along the parallel direction only without propagation
in the other direction. The line ℏω = ℏc/√ϵrk// will then separate the domain of existence of
a propagating solution to the Helmholtz equation in the parallel direction. Below that line, no
propagation is possible in the media of relative permittivity ϵr alone. Above that line there is a
continuum of solution of propagating wave-vector.

Defining a structure formed of a high dielectric constant media sandwiched between two
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lower dielectric constant mediums gives the possibility to guide light in the central layer. The
solutions for guided modes to the Helmholtz equation in that case are to be found in between the
two light lines formed by the highest dielectric constant media and the highest dielectric constant
of the two outermost media. Indeed, above the latest line (in red on Figure 2.9), a solution to
the Helmholtz equation will propagate in at least one of the outer media, it is therefore not a
fully guided mode. In the region below the light lines of all media, a hypothetical solution to the
Helmholtz solution will not be a propagating wave in any of the media constituting the structure.
Nevertheless, such solutions can exist, an example of which is surface plasmons polaritons, but
those soluions are not the topic of this thesis.

Or Surface Plasmons Polaritons

Figure 2.9: Light cone of a simple three layer planar waveguide.

How to find optical modes ? Having identified the regions of the light cone supporting
optical guided modes in a planar structure, one has to be able to effectively calculate their
propagation constant k// which completely defines them as they are eigenvalues of the Helmholtz
equation and equal in every media constituting the structure. To that end, we consider the
structure represented in Figure 2.8. A guided mode must satisfy the following conditions :

- Total internal reflection : no power must leak outside the waveguide.

- Phase matching : after one round trip in the guiding region, the propagating wave must
constructively interfere with itself.

The above two conditions respectively imply that (we consider the fields amplitude to be taken on
the right side of the interface z=0 and neglect any material absorption without loss of generality)
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:
Ê+

j = rjiÊ
−
j = rjirjke

2jkzjdjE+
j ⇒ Ê+

j

(
1 + rijrjke

2jkzjdj

)
= 0 (2.22)

where kzj is the transversal component of the wave vector in material j and solution to the
Helmholtz equation, Equation 2.15. Solution to the above equation are values of kzj that yield
to the divergence of the Fresnel reflection and transmission coefficient Equation 2.21 of the
structure. This has been demonstrated above in the case of a simple three-layer structure but is
the case of a waveguide structure composed of an arbitrary number of layesr two, as discussed
in the calculation of the reflection coefficient of any structure in subsubsection 2.2.2. The home-
made optical mode solver in planar geometry used throughout this thesis relies on the calculation
of the Fresnel coefficients of a given structure to find it’s supported guided modes by looking at
the divergence of them, and further optimise the structure afterwards.

Mode field distribution : Once an optical mode propagation constant k// is found using
the method described above (thus kz can be calculated in every layer composing the structure
using Equation 2.15), one has to calculate the field distribution and contributions to the optical
losses, to optimise the waveguide structure. To that end, the Transfer Matrix Method (TMM)
is used. This method is used in a wide range of physical domains which allows the calculation
of wave functions decomposed in the form of a propagative and contra-propagative plane waves
and therefore particularly adapted to the calculation of optical modes in a waveguide.

Êj(z) = Ê+
j e

−jkzjz + Ê−
j e

jkzjz (2.23)

Let us consider again the fields represented in Figure 2.8. In a homogeneous layer, the amplitude
of both waves on the left side are linked to the amplitude of the waves on the right side by a
propagation matrix as (in layer j for instance) :(

Ê+
j (0)

Ê−
j (0)

)
=
(
ejkzjdj 0

0 e−jkzjdj

)(
Ê+

j (dj)
Ê−

j (dj)

)
(2.24)

Then passing from one side of an interface to the other, a transfer matrix is used, such as for
the interface between media i and j, with rij and tij the amplitude reflection coefficients from
Equation 2.17 to Equation 2.20 :

(
Ê+

i (0)
Ê−

i (0)

)
=

 1
tij

rij

tij
rij

tij

1
tij

(Ê+
j (0)

Ê−
j (0)

)
(2.25)

Using fixed boundary conditions with an arbitrarily chosen value of the amplitude of the
propagative wave and no contra-propagative wave in the last layer (as there can’t be a reflected
wave from infinity), one can successively iterate the matrix products presented in Equation 2.25
and Equation 2.24 to calculate the field amplitude on both sides of each interface composing
the structure. Anywhere in the structure, the field distribution can then be calculated using
Equation 2.23
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Optical absorption decomposition : In the above paragraph, we have seen how it is possi-
ble to calculate the field distribution in a waveguide structure from the knowledge of the mode
propagation constant k//. The optimisation of a given waveguide, whether it is an active pho-
todiode, modulator or passive waveguide relies on the ability to identify the different sources
of losses in the waveguide. Such a decomposition is possible from the field distribution, and
detailed discussion are available in [41, 42] whose main results are recalled below. We consider
an optical mode whose propagation constant is k// = β + jα/2. Each material i composing the
waveguide has dielectric constants ε = ε0(ε′ + ε′′). In the general case of a 2D cross section
of a waveguide A, one can show that the linear power attenuation of the optical mode can be
calculated from the field distribution as [42] :

α =
ωε0

∫∫
A
ϵ′′
∣∣∣Ê∣∣∣2 dA∫∫

A
Re
(
Ê × Ĥ∗

)
· n⃗ dA

(2.26)

where n⃗ is the vector normal to the waveguide cross-section A in the direction of propagation
(parallel to k//), and ω the photon pulsation. The integral on the cross-section A has to be
performed numerically on a large enough window to approach the correct value it should have
over the whole space R2. In the case of TE polarised waves, Equation 2.26 greatly simplifies to
the following formula :

α =
∑

i

ΓT E
i ε′′

i with ΓT E
i = k2

0
β

∫∫
Ai

∣∣∣Ê∣∣∣2 dAi∫∫
A

∣∣∣Ê∣∣∣2 dA
(2.27)

The summation over i is performed over all layers composing the waveguide and the integral
over Ai is performed on the cross-section of this layer (i) only. This formula is often used in
its weak guiding approximation both for TE and TM polarization in the literature. While it is
mostly justified in low loss weakly guiding structure, this approximation can lead to important
error in the calculation of the TM polarization absorption coefficient as discussed in [43]. The
correct formulation that has been used throughout this thesis for the TM polarized wave is the
direct decomposition of Equation 2.26 applied to uniaxial material whose optical axis is along
the vertical axis (the growth axis) z⃗ :

α =
∑

i

ΓT Mpar
i ε′′

oi +
∑

i

ΓT Mz
i ε′′

ei (2.28)

with ΓT Mpar
i = k2

0
β

∫∫
Ai

∣∣∣Êpar
∣∣∣2 dAi∫∫

A
Re
(
Ê × Ĥ∗

)
· n⃗ dA

and ΓT Mz
i = k2

0
β

∫∫
Ai

∣∣∣Êz
∣∣∣2 dAi∫∫

A
Re
(
Ê × Ĥ∗

)
· n⃗ dA

where "par" refers to the part of the field which is not along the z axis and is thus sensitive
to the ordinary part of the dielectric constant εoi of the media i. Equation 2.28 allows the
decomposition of the losses induced by each individual media composing the waveguide as well
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as each absorption mechanism (phonon absorption, free carrier absorption, etc...).

2.3 Optical properties of materials

The above development of semiconductor waveguide clearly states the importance of the knowl-
edge of material’s dielectric constant. While the literature is quite furnished for wavelength in
the short wave infrared domain (wavelength between 1 and 2.5 µm) [44, 45], specific data in the
MWIR and LWIR domain is still lacking and especially for doped semiconductors.

Many methods exist to measure the dielectric constant of a material depending on its nature
and the spectral band of interest. Indeed, we have stated in the above that causality implies
that the absorption and refraction properties of a material (i.e the imaginary and real part of the
dielectric constant) are linked to each other through the Kramers-Kronig relations Equation 2.13.
For low absorptive materials (far from any resonances), it is convenient to use techniques that
rely mostly on the measurement of the real part of the dielectric constant.

One commonly used technique in that case, that gives very accurate results, is the mea-
surement of the deviation angle of a beam passing through a prism made of the material to be
measured. Despite its precision, this method requires the processing into a prism of the material,
which is not convenient to all deposition techniques apart from the bulk growth of semiconductor
crystal. Another method commonly used, known as the m-lines method, consists in measuring
the reflectance spectrum of a planar waveguide structure deposited on a substrate using optical
coupling through a prism pressed onto it [46]. Whenever the absorption of a material rises, ei-
ther by increased free carrier absorption while increasing the doping level, or closer to an optical
resonance such as the gap of a semiconductor, measurement of the reflected or transmitted light
becomes more complicated and thinner films are required to limit the impact of absorption. One
very popular method for the characterization of thin film dielectric constant is the ellipsometry
technique [47]. This method relies on the measurement of the change in polarization angle of a
beam reflected on the thin film. The elliptically polarised reflected beam gave the name to the
method.

All the above method are not easily implemented in the LWIR domain. Indeed, ellipsometry
while well available for short wave infrared wavelengths is very less for the LWIR wavelengths
and the m-lines technique only provides the real part of the optical index and not the complex
dielectric constant which is not very adapted to doped semiconductor materials. In the fol-
lowing parts, we will discuss measurement of dielectric constant in the LWIR domain of doped
semiconductor and thin film dielectrics.

2.3.1 Fabry Perot measurement of III-V Semiconductors

Both active and passive waveguide components that are developed throughout this thesis are
planned to be combined with QCL on the InP technological platform. To ensure the best
compatibility and integrability with them, the semiconductors classically used for those devices
will be explored here. Dielectric constants of InGaAs, InAlAs latticed matched on InP substrate,
that are the material components of the active structure quantum wells, as well as InP which will
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constitute the cladding of our waveguides, have been measured using the Fabry-Perot reflectivity
technique developed in the team. This method, as well as the results presented here, is explained
in detail in [48, 11] and we hereby recall the general principles and results.

A Fabry-Perot cavity is a device formed of two reflective interfaces producing optical inter-
ference patterns with respect to the angle of incidence θ at a constant wavelength, and with
respect to the wavelength at a constant angle of incidence Figure 2.10. The examples shown in
Figure 2.10 graphs are the reflectance of a 100 µm thick cavity at λ=9.1 µm for the top graph
and 3 µm thick at an angle of incidence of 30◦ for the bottom graph. The cavity used in those
examples is a single layer slab of relative dielectric constant presented in the legend.

di k

j

Figure 2.10: A typical Fabry-Perot cavity composed of one layer of arbitrary material. An
incident beam will be reflected at both interfaces, leading to interference patterns with respect
to the angle of incidence θ at a fixed wavelength and also with respect to the wavelength at a
fixed angle, as shown in the example inset reflectance curves.

One can clearly see the successive ups and downs of the total reflectance, they are directly
linked to the optical path in the cavity and thus mostly provide information on the real part of
the dielectric constant of the material. On the other hand, both the width of the peaks and the
contrast of the curves are directly linked to the imaginary part of the dielectric constant, ergo
the absorption of the material. This technique therefore gives access to the complex dielectric
constant, provided that the thickness of the cavity is well known. Indeed, the reflectance is given
by the expression square modulus |rik|2 from Equation 2.21 where k2

zj = k2
0
(
sin2θ − ε

)
directly

depends on the wavelength, the incident angle and the material relative dielectric constant.
In this work we present the measurement and result of InP films with different doping con-

centration, grown by MetalOrganic Chemical Vapour Deposition (MOCVD) on InP substrate
with a thin 300 nm undoped InGaAs buffer. Those are then metallised with 200 nm thick sput-
tered gold and bonded by thermocompression [49] on an identically metallised silicon substrate.
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Doping (cm-3) Thickness (nm)
nid 4807 4533 4047
1e17 4995 4493 3973
1e18 4891 4314 3275

Table 2.1: Thickness of the different steps of InP Fabry-Perot cavity samples.

The InP substrate is then chemically removed in an HCl:H2O (3:1 in volume) solution and the
InGaAs buffer acting as an etch stop is removed in H3PO4:H202:H2O (3:1:10). Successive lithog-
raphy step and wet chemical etching in H2SO4:H202:H2O (3:1:1) are then performed to define 3
steps used as three different Fabry-Perot cavities. Three samples are then cleaved through the
steps and their thicknesses are measured using a Scanning Electron Microscope (SEM) on the
trench, their dimensions are reported in Table 2.1.

Reflectivity spectrum of each step of each of the samples is then recorded using a commercial
Fourier Transform InfraRed interferometer (FTIR) (Vertex 70 from Bruker) at 6 different angles
of incidence (between 10◦ and 70◦), both for TE polarized and TM polarized light. This results
in a set of 36 different measurement conditions for each differently doped material (12 per
step). A careful calibration of the FTIR "background" spectrum is performed before each sample
measurement to account for slight change of condition (chamber temperature, CO2 or H2O
vapour concentration when changing the sample in the chambre, etc...). Those calibration are
performed on a "perfect" gold mirror fabricated at the same time as the samples on a silicon
substrate.

To extract the complex dielectric constant from all those measurements, a dielectric constant
model is used to account for the main contribution at the wavelengths of interest (between 4
and 12 µm in this work). The identified contributions to the relative dielectric constant for InP
samples in this wavelength, window with respect to the photon energy or frequency ω, are all
represented by Kramers-Kronig compatible models :

εr(ω) = ε∞
ω2

LO − ω2 + jγLOω

ω2
T O − ω2 + jγT Oω

− ω2
F CA

ω2 + jγF CAω
(2.29)

- The first term ϵ∞ accounts for the contributions that are far from the measurement window
and appears as a constant, real term.

- The blue term models the interaction with longitudinal (LO) and transversal (TO) optical
phonons through damped oscillators in the factorised form [50]. ωLO, ωT O, γLO, γT O are
the LO and TO phonon resonance energies and damping.

- The brown term models the free carrier absorption for doped samples through a Drude
contribution. ωF CA is the plasma energy depending on the dopant concentration and γF CA

the damping.

The contribution from the gap, often modelled as a damped oscillator, is neglected for the
InP samples as the gap energies lies well below the measurement window (at wavelength around
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920 nm) [51]. In the undoped sample, contribution from free carriers are neglected and only
the 4 parameters from the phonon contribution are fitted. The Lydane-Sachs-Teller relation is
then used to calculate ϵ∞ω2

LO = 12.37ω2
T O [50]. The obtained values are then used in the fit of

the doped components, and only the 3 parameters for the free carrier absorption and the step
thickness are fitted on them (within a ±5% margin around the SEM measured one for the latter,
to account for thickness uncertainty).

All the measurement sets, comprising the measurements of all three steps of a sample at both
TE and TM polarization and 6 different angles of incidence (thus 32 spectrum), are globally
fitted using the parametrized function Equation 2.29. The cost function minimised in the fitting
process is [48].

MSE =

√√√√ N∑
j

∑
λ

(
Rth

j (λ, α) −Rexp
j (λ)

)2
(2.30)

Where the summation over j is done over all 32 spectrum of a measurement set, Rth is
the theoretical reflectance of the sample which depends on the cavity thickness and the fitting
parameters (represented by the vector α), and Rexp is the measured reflectivity spectrum. An
example of measured and fitted spectrum at an angle of incidence of 33◦ is presented in Fig-
ure 2.11 for two different doping levels. The resulting parameters fitted on all measurements are
presented in Table 2.2.

Sample ϵ∞ ωF CA (meV) γF CA (meV)

InP nid 10.14 - -
InP n:1e17 10.14 60.65 0.01
InP n:1e18 10.14 193.80 9.28

ωLO (meV) γLO (meV) ωT O (meV) γT O(meV )
InP nid 48.4 0.67 43.82 0.47

InP n:1e17 48.40 0.67 43.82 0.47
InP n:1e18 48.40 0.67 43.82 0.47

Table 2.2: Fitted parameters to model the InP dielectric constant. Bold values are the fitted
values on the samples. Plain text values are not fitted but used in the model.
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Highest step

Intermediate step

Lowest step

n=1e18 cm-3 TM
n=1e18 cm-3 TE
undoped TM
undoped TE

measure
fit

Figure 2.11: Measured and fitted reflectivities at an angle of 33◦ of InP samples. Not all the
data is presented.

The corresponding dielectric constant of the measured InP samples are presented in Fig-
ure 2.12. An estimation of the fitting error of the dielectric constant is presented as the shaded
area around the curves and relies on error propagation using the Jacobian matrix of the dielec-
tric function and the fitting covariance matrix. Detailed discussion of those uncertainties can
be found in [48]. The resulting dielectric constant follows nicely the values reported in the lit-
terature [52, 53] with a seemingly constant offset over the whole spectrum. Adachi’s model is as
expected, not matching with any other as it models near gap interactions only, and doesn’t take
into account phonons interactions [51]. The offset between our model and Bi or Petit models
can be explained by the uncertainty on the InP film thickness that we estimate to be around
5% of the total thickness. Indeed, the sample is several centimetres long and the step thickness,
measured on the cleaved trench using SEM, while the measurement is performed in the middle
of the sample (see [48]). A sample thickness inhomogeneity of the epi-layer, and an inhomoge-
neous etching due to the wet etching recipe used, could have led to the discrepancy between our
model and the ones reported in the literature. Moreover, constraint effect might appear due to
the thermocompression bonding process that can affect the phonon resonance frequencies and
damping. As seen in Figure 2.12, the change in the relative permittivity between a non inten-
tionally doped, and an n:1e17 cm-3 doped InP is relatively low. This indicates that phonons
are the main source of losses in those cavities up to at least an n:1e17 cm-3 doping. Above that
doping, free carrier absorption becomes predominant, and the optical constant becomes driven
by the Drude term of Equation 2.29.

Similar measurements have been performed in the team on doped InGaAs and AlInAs sam-
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ples using the same method developed for that purpose. The resulting dielectric constant models
and the method are described in details in [48]. It is those models that have been used to design
the components presented in that thesis, for InGaAs and AlInAs materials. On the other hand,
due to the discrepancy between our model and the ones reported in the literature, the optical
model from Bi et al. [52] was used for InP, with an additional Drude term for the free carrier
absorption calculated from carrier lifetime measurement reported in [54].
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Figure 2.12: Complex dielectric constant of InP fitted on Fabry-Perot reflectivity spectrum. The
models for undoped InP from the literature, are extracted from [52, 53, 51]. The shaded region
represents the fitting uncertainty.

2.3.2 Multipass absorption measurement of dielectric thin film

The passivation of the side of an optically active waveguide plays an important role in the device
performance. To that end, dielectrics presenting low absorption losses in the optical frequency
window are essential. Similarly to the above semiconductors, very few dielectric constant data
are available in the LWIR window for those materials. Those dielectrics are deposited in very
thin layers of less than a micro meter in our clean-room facility. Thus, the above used Fabry-
Perot method is not adapted to characterize their dielectric constant as the free spectral range
(the spacing between two lows in the spectrum) would be too large to ensure a good quality
of the fit. Moreover, we are mostly interested in the absorption of these materials rather than
their optical index, as they will be used in thin layers on the sides of our active waveguides. A
multipass absorption measurement is in that case a better solution to characterize the material
absorption. It relies on the measurement of the transmission spectrum of the sample of interest
placed in a tunable cavity. The dimensions of that cavity allow adapting the number of passes
of the optical beam through the sample to better address its optical absorption, Figure 2.13.

A thin film of dielectric, whose complex permittivity is to be measured, is deposited on a
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de

L

Figure 2.13: Multipass configuration measurement. The multipass cavity is formed by two
parallel mirrors, their spacing e (and the sample thickness d) and the length of the cavity
defines the pass number Npass. The total transmission is the measured quantity. In light pink
are represented some parasitic beams from specular reflection at the interfaces.

polished substrate (in our case an undoped GaAs substrate). The number of passes through
the cavity is defined by the cavity width and length, e and L, as well as the substrate thickness
and optical index d and nsub. Moreover, an incident angle of 73◦, the Brewster angle at the
wavelength of 9 µm, is chosen to limit parasitic specular reflections at the interfaces air-sample.
Under the assumption of negligible reflections, a defined number of passes is chosen, and a trans-
mission spectrum measured using the same FTIR Bruker Vertex 70. The devices to be fabricated
in this thesis will present high topography with high aspect ratio, and a deposition technique
ensuring high uniformity over all surfaces no matter their orientation is required to passivate the
side of the waveguides as well as the planar surfaces. Only an Atomic Layer Deposition (ALD)
deposition chamber was available in the clean room that met these requirements. We measured
two different dielectrics, Alumina and Hafnia deposited by ALD in plasma enhanced mode, that
appeared to be good candidates from the literature [55, 56]. For both materials, two deposition
temperatures were tested which seemed to have a great impact on the material effective permit-
tivity, as will be presented. Each of them were measured for different pass number in order to
optimise the fitting procedure robustness. Samples and measurement conditions are presented
in Table 2.3.
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Sample Material Deposition temperature (C◦) thickness (nm) Substrate Npass

1 HfO2 100 100 GaAs 500 µm 3,5,9
2 HfO2 250 100 GaAs 500 µm 3,5,9
3 Al2O3 100 100 GaAs 500 µm 3,5,9
4 Al2O3 200 210 GaAs 350 µm 3,5,9

Table 2.3: Thin film oxide deposited by ALD and measurement conditions for dielectric constant
characterization.

The dielectric constant model used for all samples is a sum of Brendel oscillators. Brendel os-
cillators is a phenomenological model that has been used for decades to model the non Lorentzian
broadening observed in the infrared response of amorphous materials whose "disorder", in op-
posiion to crystalline structures, causes a "random" shift of the resonant Lorentzian transition
according to a Gaussian distribution. The dielectric function is parametrised as follows [57, 58]
:

εr = ε∞ +
∑

i

j
√
πω2

pi

2
√

2αiσi

(w(zai) + w(zbi)) (2.31)

with :
αi =

√
ω2 + jγiω (2.32a)

Zai = αi − ω0i√
2σi

Zbi = αi + ω0i√
2σi

(2.32b)

In the above equation, ωpi, γi, ω0i respectively are the oscillator strength (expressed in
terms of energy and often refereed to, as plasma energy, by analogy with Drude-Lorentz optical
models), broadening and resonance energy of the "i-th" Lorentzian contribution, σi its Gaussian
broadening, ω the photon energy and w the Faddeeva function. Two methods are found in the
literature to fit such a model to a measured spectrum. The first is to use as much Brendel
oscillators as needed to best fit the measured data, but this procedure seemed to lack a physical
sense. The second method that we chose, is based on the fact that every Brendel oscillator
should have a physical origin (for example the vibration of a chemical bond, a phonon etc...),
and based on that (and the visible absorption peaks in the spectrum) a fixed number of Brendel
oscillators is chosen to fit the measurement. This method gives mores sense to the obtained
dielectric constant even though the Brendel oscillator model is stricto sensu not a physically
valid model, in that it doesn’t satisfy causality principle and lacks Hermeticity. Nevertheless, it
is a simple model with a few parameters for a relatively robust fit, and some extensions to this
model has been reported to make it verify the causality and Hermeticity principles, known as
Gauss-Lorentz oscillators [59, 60].

The fitting procedure is the same as the one used in the previous part (global fit of all
measurement conditions of one sample) except that the MSE from Equation 2.30 is based on the
transmission T calculated using the TMM described in subsubsection 2.2.3. The N = 3 globally
fitted spectrums per sample, are three spectrums recorded for a cavity tuned to have 3, 5 or 9
passes through the material. Some of the resulting fits and measures are presented in Figure 2.14.
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Four Brendel oscillators have been used to fit the HfO2 sample deposited at 100 C◦ and two for
the other three samples to account for all the absorption peaks in the transmission spectrum.
Their respective parameters are presented in Table 2.4 and the corresponding dielectric constant
is plotted in Figure 2.15. The fitting error as calculated by mean of the Jacobian matrix and
presented in the previous part has not been used for those measurements, instead we estimate
the quality of the obtained dielectric constant with the dispersion of the obtained ones fitted on
individual sample and measurement conditions (thus three individual fit per global one). Indeed,
the fitting error propagation by means of the Jacobian matrix only accounts for discrepancies
between the model used and the fitted measurements, supposing the measurement conditions
uncertainties to be of second order impact. In the present case, this is obviously not the case,
as visible on the dispersion represented by the shaded area on Figure 2.15. The uncertainties
mostly comes from the measurement setup, through the cavity thickness, length and parallelism
as well as the sample positioning. From those results, it appears that the method used together
with the measurement doesn’t give accurate dielectric constants except for the hafnia sample
deposited at 250Cdeg. This could be partly attributed to the low dielectric constant of the
dielectric thin film which would cause non-negligible reflection at the interface (air-oxide), thus
perturbing the measurement (and adding more uncertainties there again). Nevertheless, general
trends can be extracted from those measurements together with the spectrums from Figure 2.14.
At equivalent pass number and film thickness, the hafnia deposited at 250◦C appears to be much
less absorbing than the alumina films at the wavelength of interest (9 µm). This is coherent
with an abortion resonance close to 10.5 µin the alumina films while it is further, close to 13
µm in the hafnia 250◦C film. Models reported in the literature also show less absorption at this
wavelength in hafnia than in alumina even though we can’t really conclude on that part, from
only the fitted dielectric constant. More recent results using mid-infrared ellipsometry following
our work has been reported also placing hafnia film as less absorptive than alumina [61].

Sample ε∞ ωp1 ω01 γ1 σ1 ωp2 ω02 γ2 σ2

1 (HfO2 250 C◦) 3.909 0.289 1.999 1.697 1.234 0.084 0.085 0.004 0.004
3 (Al2O3 100 C◦) 2.259 0.027 0.684 0.001 0.109 0.112 0.083 0.003 0.016
4 (Al2O3 250 C◦) 1.201 0.032 0.559 0.001 0.141 0.079 0.089 0.002 0.011

2 (HfO2 100 C◦)
1.224 0.025 0.188 0.001 0.016 0.055 0.056 0.015 0.020

- ωp3 ω03 γ3 σ3 ωp4 ω04 γ4 σ4

- 0.027 0.402 0.001 0.033 0.234 2.759 1.485 1.293

Table 2.4: Fit parameters of the different dielectric constant model of alumina and hafnia.
Values are given in eV except ε∞ which has no unit.

2.4 Quantum wells

For now, we have discussed the optical properties of bulk materials only, but active optical
components based on the QCL technologies rely on the use of confined electronic states in
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Figure 2.14: Measured and fitted multipass transmission spectrums of different samples. Not
all the data is plotted.
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Figure 2.15: Resulting relative dielectric constant of the measured oxides thin films. Kischkat
Alumina model is from [55] and Bright Hafnia model from [56]. The dielectric constant is of
the form ε′ + kε′′. The shaded area are the dispersion experienced when the fit is performed
individually on all measurement rather than globally on all measurement from one sample.

quantum wells (and most active modern optical components two). It is therefore important to
understand the physics behind quantum wells and their induced optical properties. That is the
main objective of the following part. For detailed description of semiconductor band structure
which we will not discuss here, one can refer to [34, 62].

2.4.1 Confined electronic states in quantum wells

In a crystalline material such as semiconductors, electrons are evolving at their scale (the
angström) in a seemingly infinite periodic structure formed by successive repetition of the same
lattice. These lattices are themselves constituted by ions, which can be considered fixed under
Born-Oppenheimer approximation. The behaviour of electrons in those crystalline materials is
well described as waves and governed by the analogous wave equation in the electronic domain,
which is the Schrödinger equation :

jℏ
∂Ψ(r, t)
∂t

= H(r, t)Ψ(r, t) (2.33)

In that equation, H(r, t) is the Hamiltonian of an electron evolving in the periodic structure (with
r its position vector) and Ψ(r, t) its associated wave function. Similarly to the resolution of the
Helmholtz equation, Equation 2.15, we are interested in the stationary solutions of Equation 2.33.
Those solutions are by definition found in the form :

EΨ(r) = H(r)Ψ(r) (2.34)

where E is the eigenvalue of the eigenvector Ψ(r) solution to Equation 2.33. E is the energy of
the electron described by the wavefunction Ψ. In a bulk semiconductor, this energy depends on
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the local potential energy Vsc(r) and the electron kinetic energy. The Hamiltonian describing
the crystal then writes as :

Hsc = p2

2m0
+ Vsc(r) (2.35)

with m0 the vacuum free electron mass and p its momentum. A system of solutions |n,k⟩ to
Equation 2.35 was given by Bloch [63] in the form :

Ψn,k(r) = 1√
V
ejk·run,k(r) (2.36)

Where V is the volume of the crystal used to normalise the wavefunction and un,k(r) is a periodic
function having the same period as the crystal (thus as Vsc). The Bloch system (En,|n,k⟩) is a
basis of solutions to Equation 2.35 with Hsc.

Heterostructure :
When alternating different layers of semiconductors in a heterostructure, one ends up with a
varying supplementary potential Vhet(z) (z being the growth axis) which varies at scales which
are the thicknesses of each layer, the nanometre scale. This scale being much larger than the
scale at which the crystal potential, V i

sc, in each layer i varies (the angstrom), it is possible to

develop the solutions to the Hamiltonian describing the whole system Hhet(r) = p2

2m0
+
∑

i

V i
sc(r)

with the envelope approximation [64]:

Ψhet
n,k(r) = ξn(r)un,k=0(r) (2.37)

where ξn(r) is the envelope function modulated by the periodic function introduced by Bloch at
the bottom of the conduction band, k = 0. When reintroducing Equation 2.37 into Hhet it is
then possible to decompose the total Hamiltonian into two independent terms as :

Hhet(r) = Hz
het(z) + H⊥

het(r⊥) (2.38)

where r⊥ is the direction orthogonal to the growth axis (z) and :

Hz
het(z) = −ℏ2

2
∂

∂z

(
1

m∗(En,k⊥=0, z)
∂

∂z

)
+ Vhet(z) (2.39a)

H⊥
het(r⊥) = − ℏ2

2m∗(En,k⊥ , z)
∇2

⊥ (2.39b)

In those form, the crystal potentials V i
sc have been included in an effective mass m∗. The

solutions to the above equation are found in the form of a plane wave in the r⊥ direction, and
a wavefunction ϕn(z) in the growth direction which directly depends on the heterostructure
potential Vhet(z)

ξn,k(r) = ϕn(z)ejk⊥·r⊥ (2.40)
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The energy of the electron in the state |n,k⟩ is then :

En,k ≈ En + ℏ2k2
⊥

2m∗(En) (2.41)

where we approximated the state effective mass as parabolic and equal to the effective mass at
the bottom of the band m∗(En,k⊥) ≈ m∗(En). The simplest heterostructure is perhaps the
quantum well, which is made of a smaller gap materials in-between two larger gap materials.
Such a structure and the corresponding levels is presented in Figure 2.16 for an InGaAs (SC2)
quantum well with AlInAs (SC1) barrier (lattice matchd to InP).

z [nm]

Figure 2.16: A quantum well and its corresponding energy levels and wavefunctions of the
eigenstates |n,k⟩. The heterostructure potential Vhet(z) is presented as the dark blue line. The
parabolic in plane dispersion is not represented.

The simple resolution presented above is convenient to treat an ideal problem where no
transport occurs and no imperfection in the materials are present. Those can be treated as
added contributions to the one dimensional Hamiltonian Hz

het(z) if they are expected to have
a non-negligible impact on the confined levels |n,k⟩. This is the case of an applied potential
Vapp(z) = qFz (with q the elementary charge and F the applied electric field) on the structure
and the resulting charge displacement potential Vpoisson(z). The other contributions having a
negligible impact on the wave functions but not on the electronic populations, can be treated
as perturbation to the one dimensional Hamiltonian. They are interactions with phonons, alloy
disorder, interface roughness, etc [65, 66, 67, 68]. The classical treatment of those is explained
in great details in [68] as well as some additional considerations on tunnel interactions. The
complete resolution of band structure and electronic population in a given heterostructure is
carried out using a rate equation model [69], and is summarized in Figure 2.17.
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Figure 2.17: Calculation steps of a complex heterostructure. Adapted from [68].
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2.4.2 Optical properties of quantum wells

From Equation 2.39, we see that electrons behave differently in the z direction where they
occupy discrete state of energies, with respect to the (x⃗, y⃗) ≡ ⊥ plane, where they behave
as free electrons. In the optical domain, these different behaviours lead to the modelling of
quantum wells as uniaxial media whose optical axis is the growth direction z⃗. The in-plane
contribution, ordinary relative permittivity εo (see Equation 2.14) is therefore modelled as a
free carrier absorption permittivity using a Drude model at the optical frequency ω :

εo = εBKG −
ω2

p

ω2 + jγω
with ω2

p = q2n2D

ε0m∗Leff
(2.42)

where εBKG is the background dielectric constant of the material constituting the quantum wells,
q the electron elementary charge, ωp the free carrier plasma frequency and γ the associated
damping. The background dielectric consant accounts for all the optical contribution of the
material to the dielectric constant in the absence of the quantum well effect and doping. The
effective length Leff over which is applied the dielectric constant is defined by the micro-current
spatial distribution between the first optical transition in the quantum well. It is, in general,
greater than the physical length of the quantum well by about 20 to 40 percent [70, 71, 72].
n2D is the two dimensional carrier density, m∗ the effective mass of the free electrons and ε0 the
vacuum permittivity.

In the other direction, the extraordinary contribution to the dielectric constant of the quan-
tum well is calculated as the sum over all optical transitions between level i and j and integrated
over energies E as [73] :

εe = εBKG +
∑

i,j i ̸=j

∫
E

ω2
pijρ2D(E) [fF D(Ei)(1 − fF D(Ej)) − fF D(Ej)(1 − fF D(Ei))]

(ωij + E(1 −mi/mj))2 − ω2 − jΓω dE (2.43)

where ωij is the energy difference between both levels, ωpij =
√
q2/(ε0m∗Lij) the plasma fre-

quency of the transition with Lij the effective length of the transition (the micro-current spatial
distribution), fF D the Fermi-Dirac distribution and ρ2D the two-dimensional electronic density
of states [74, 73], Γ is the transition linewidth and mi, mj the effective masses of each energy
level i and j at the bottom of the subband to take into account non-parallel subbands. In
essence, we consider each ISB transition as an inhomogeneous broadened lorentzian to account
for effective mass non-parabolicity. This non parabolicity of the effective masses is taken as its
simplest form : a linearized variation with energy, m∗

i (E) = m∗
0 + αωi(k = 0) as it is found to

be sufficient to model non parabolicity effects for usual doping [68], with m∗
0 the effective mass

at the bottom of the conduction band, ωi(k = 0) the energy of the subband i at its bottom and
the α parameter is found in the literature (for example [75]) or fitted on calibration measure-
ments. In this formula mi, mj and ωpij are calculated prior to the integration and treated as
independent of E in the integral.

If parallel subbands were considered, the contribution to the dielectric constant would be a
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sum of Lorentz oscillators of the form (with ω2
pij = q2∆n2Dij/(ε0m

∗Lij)):

εe = εBKG +
∑

i,j i ̸=j

−ω2
pij

ω2
ij − ω2 − jΓω

It would be tempting, considering Equation 2.28, to say that the absorption in a quantum well
of length LQW is directly proportional to Im{εe(ω)}LQW , but that would be an error. Indeed,
the thickness of a quantum well is very small compared to the optical infrared wavelength such
that the field in the quantum well is constant. Therefore, the amplitude of the field in the
quantum well is imposed by the contrast between the dielectric constant of the quantum well
and its direct environment (the barriers of the contacts), as imposed by the continuity equation
of the electric displacement Dz (Equation 2.16). Since the dielectric constant of the barrier
does not change much with the wavelength of the incoming light (contrarily to the one of the
quantum well), it results that the absorption spectrum α(ω) is more conveniently expressed as :

α(ω) ∝ Im{εe}
|εe|2

|εbEb|2 LQW

with εb and Eb the transversal component of the dielectric constant and electric field in the
barrier. After some algebra, it comes that :

α(ω) ∝ Im
{−1
εe

}
≈

ω2
pΓω(

ω2
ij + ϵBKGω2

pij − ω2
)2

+ (Γω)2
(2.44)

In the case where only one transition exists (or is predominant), the approximation of the above
equation leads to an absorption spectrum which is a Lorentzian function but shifted at a greater
energy ω̃ISB =

√
ω2

ij + ϵBKGω2
pij (to simplify, we consider the background permittivity to be

real, as the intersubband transition will be the dominant non-real term). This shift in energy
comes from the enhancement of the electric field at higher photon energy than the intersubband
transition energy due to the reduction of its dielectric constant. This is the effect of in phase
electrons oscillations with the incident electric field in the quantum well and is often dubbed
plasma-shift [76].

2.4.3 Non ideal interfaces

In the above, we described perfect square shaped quantum wells. In reality, there is a continuous
transition between one material and the other over a few atom layers, resulting in smooth quan-
tum well edges [77]. For the system of material we use, In0.53Ga0.47As and Al0.48In0.52As, this
transition is modelled as a sigmoidal transition between the two ternary materials constituting
the well and barrier (lattice matched to InP). There is at the interface between both materials, a
quaternary material AlxInyGa1-x-yAs where the aluminium concentration x follows a sigmoidal
distribution of parameter σ representing the typical inter-diffusion distance (details in [68, 78],
). The sigmoid is used as a simple, one-parameter effective function for the transition, without
deeper physical reason.
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Figure 2.18: Confined electronic states in a 90 angstrom InGaAs quantum well (with AlInAs
barrier) for a 4 angstrom sigmoid parameter σ. The dotted lines are the results of a perfect
square quantum well.

The Figure 2.18 presents a simulation of an 9 nm InGaAs quantum well with AlInAs barrier
for an inter-diffusion length σ = 4Å. One can see that the effect of this inter-diffusion tends
to enlarge the well at the top and reduce its width at the bottom. This increases the energy
level of the confined states, with a higher impact on the levels situated halfway to the bottom.
This results in a blue shift of the inter-subband transition energy by several percents. The
thinner the well and the barrier, the more impact the inter-diffusion might have on the resulting
energy levels. It is therefore particularly important to have a good idea of what will be this
inter-diffusion prior to the design of a complex structure such as QCD or QCL.

2.4.4 Material parameters calibration

From the above considerations, it becomes clear that reliable material parameters for the sim-
ulation of quantum well based devices are of great importance. To that end, test structures
composed of quantum wells whose inter-subband transitions cover the all MWIR and LWIR
wavelength domain are realised for different doping concentrations. Multipass absorption mea-
surement (as described in subsubsection 2.3.2) are then used to calibrate material parameters
that will be used for the active device design. The effective mass dispersion α will distort the
spectral absorption and tends to red-shift it. The inter-diffusion length described by the sigmoid
parameter σ will itself tend to blue-shift the transitions. The energy depth of a quantum well
called the bandoffset, the offset between the bottoms of the conduction bands of both wells
and barrier, will also have an important impact on the confined states energy levels. Those
band-offset are fixed for ternary alloys and a bowing parameter is used to model the gap (thus
the band offset) transition with material composition change caused by the inter-diffusion.

Prior to every design of an active structure, all those parameters have to be calibrated. As
the material parameters (band offset bowing and effective mass dispersion α) are not expected
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Figure 2.19: Example of a calibration sample with 4 different quantum well widths and its fitted
and measured multipass absorption spectrum. The dotted lines are the levels of the ideal vertical
interface quantum wells.

to vary much as mostly dependent on the material used, the inter-diffusion parameter σ is itself
expected to vary in time as it depends mostly on the growth chamber used and its current state.
A sharp change of σ could be a symptom of a problem of the growth chamber.

3 Conclusion on the theoretical aspects

In the first part of this chapter, we introduced the optical modulation of a monochromatic
light beam to transmit information. Multiple modulation types in phase and amplitude have
been introduced, and several high-order coherent modulation formats discussed. The capacity
of an AWGN channel has been presented, and we have seen the equal importance of having a
high bandwidth and a good signal-to-noise ratio, which is the equivalent of the so-called gain /
bandwidth product of transistors. The bit error rate of various modulation formats have been
presented and the importance of a well paved constellation diagram has been shown.

In the second part of this chapter, we have exposed all the theory used to design the active
and passive optical components that will be presented in the following chapters of this thesis.
The optical properties of the materials used throughout this work have been presented and their
measurement and limitation exposed. Material structuration in quantum wells and their impact
on the optical effective permittivity has been presented, as well as the main limit to the practical
fabrication of those.

In the following chapter, we will focus on design aspects of firstly passive components. Subse-
quently, the application of the above theory to the design of active waveguide phase modulators
will be presented before discussing the performances of a waveguide quantum cascade detector.
Except for the laser, all buildings blocks necessary to form an integrated coherent receiver will
be presented by the end of this thesis.
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Chapter 3
Beam routing and passive building blocks

The main achievement of photonics circuits is the ability to route the light beam
where it is needed and to form complex optical functions only with the help of
passive and active building blocks. In this chapter, we review the main waveguide
technologies available and focus on the ones adapted to QCL in the LWIR wavelength
domain. The different losses in a photonic circuit and ways to limit them will be
presented. Finally, a focus will be given on design rules of passive beam splitter,
which are the main-used building block of photonics circuits, followed by a discussion
of the performances of a designed 3dB MMI splitter.

Objectives
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1 Optical waveguide technologies

1.1 Waveguide materials

The materials used in a waveguide strongly impact its optical performances. They define their
confining strength and, most of all, their transmission properties. Historically, the advantages
of the silicon-on-insulator waveguide platform (i.e. their high maturity and readily available
fabrication facilities) have pushed researchers to investigate the use of this platform for higher
wavelengths. However, SiO2 becomes strongly absorbent for wavelengths greater than 3µm due
to multiple atomic bond resonances (Si-O-Si, Si-OH, Si-O), making it not usable in the LWIR
spectral band. On the other hand, compatibles materials that are silicon and germanium have
absorption losses below 1 dB/cm in the MWIR and LWIR bands [44]. In the LWIR wavelengths,
germanium-based waveguides appear to be more adapted, nevertheless, as its phonon absorption
bands are further to the LWIR wavelengths (Ge multi-phonon absorption are found from 16 to
100 µm while crystalline silicon are between 6 and 25 µm wavelength) [79, 80, 81]. As said, the
main advantage of Ge/Si materials are the high maturity of their fabrication process, which can
be subcontracted to a commercial foundry.

Another alternative to silicon and germanium semiconductor alloys are III-V semiconductors.
Those are made of different alloy composition of elements from the III and V columns of the
periodic table of elements. Their composition, which can be widely tuned, determines the
absorption of the gap electronic transition and phonon (possibly multi-phonon) absorption. It
is particularly interesting that in III-V semiconductors, gap transition energies are usually in
the SWIR while their phonon absorption lies in the upper bound of the LWIR and more [34],
making them suitable materials for MWIR and LWIR photonics. Typical losses reached by III-V
semiconductor waveguides are on the order of 5 dB/cm at 9 µm.

Finally, a last alternative could be chalcogenide glasses. Those materials contain at least
one chalcogen element, sulphur (S), selenium (Se) or tellurium (Te). Typically, ZnSe which is
widely employed for bulk optics in the MWIR wavelength, is a chalcogenide glass. In particular
selenium and tellurium based glasses cover a broad wavelength range over and beyond the LWIR
[82]. Extremely low optical losses have been demonstrated in the LWIR, with losses below 0.3
dB/cm in As2Se3 glass. On the other hand, many of those material present strong non-linearities
and birefringence that can be a limiting factor for their integration in photonics circuits [20, 81]
in the case we are interested in, but can advantageously be used for specific applications such
as supercontinuum generation, four wave mixing or parametric amplification [83]. On the other
hand, their fabrication process requires dedicated equipments.

A brief review of optical losses in waveguides from different platform is presented in Fig-
ure 3.1, adapted from [81]. In the present thesis, our choice of technological platform went to
the III-V material platform, as all the processing and material growth equipment was read-
ily available in the laboratory. This choice was further reinforced for its compatibility with
the available QCL laser in the prospect of their integration with the designed components. In
particular, the InGaAs on InP platform was retained.
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Figure 3.1: Reported waveguide optical losses in the literature. References used : [81, 84, 85,
20, 86, 87, 88, 89, 90, 91, 92, 93]

1.2 Waveguide geometries

In the previous chapter, we have explained the importance of the knowledge of the optical
properties of materials in the design of optical waveguides. Their resolution in a planar structure
has been presented which can be the starting point of the resolution in more complex 2D cross-
section waveguide geometry, using various methods, such as the effective index method [94,
95], variational methods [96, 97], Marcatili’s method [98, 99] or others [100]. Many forms of
waveguides have been introduced and used in integrated photonics circuits that each have their
advantages and drawbacks in terms of fabrication and performances, the main ones are presented
in Figure 3.2.

Buried waveguides are formed of a "high" optical index core material embedded in a lower
index material. Depending on the optical index contrast of the materials used, it can have a
high confinement, or a low confinement. In the LWIR domain they are mostly made by laser
inscription in chalcogenide glass [101], or through epitaxial regrowth for buried QCL waveguide
structure [102], where their thermal properties are advantageous. Optical injection through
lenses is facilitated in such waveguide structures in comparison to ridge waveguides, as the
optical mode is likely to be larger (see also section 2). These structure can easily be made
polarization independent using a symmetrical waveguide core, which can be a great advantage
for polarization multiplexing.
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Figure 3.2: a) Buried, b) diffused, c) ridge, d) rib, e) slot, f) plasmonic, g) sub wavelength
grating waveguide and h) photonic crystal waveguide. The high index material is represented
in red, the low index material in blue.

Diffused channel waveguide are fabricated by diffusive ion exchange, local ion implantation
or laser writing [103, 104, 105]. The optical index profile presents a smooth transition with an
overall small optical index contrast. Therefore, the integration density with those waveguides is
small, as any bend must be very large to limit radiation losses. There are mostly used in lithium
niobate to form active devices for telecoms wavelength application. In the LWIR domain there
is, to the best of my knowledge, no report of diffused channel waveguides.

Ridge and rib waveguides are probably the most currently used waveguide geometries
in LWIR photonic circuits. They are formed by locally etching the waveguide core (and top
cladding) to define the waveguide structure. The optical index contrast and the optical con-
finement can be very high, especially for ridge waveguides. Whenever the sidewall roughness
induced losses are important it can be convenient to use the rib waveguide geometry, but their
lower confinement (in comparison to the ridge waveguide) makes them less adapted to bent
waveguide and thus lowers the integration density. A combination of both waveguide types can
be useful, but comes at the cost of a more complex fabrication process [106, 20].

Slot waveguides are formed of two high index strip waveguides separated by a sub-wavelength
gap. The light, polarized perpendicularly to the gap (quasi TE polarization), undergoes a high
optical index discontinuity resulting in an amplification of the field in the gap region. Whenever
the decay length of the electric field becomes comparable to the gap dimension, the field doesn’t
have time to decay in between both strips, and propagation becomes possible [107]. The very
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high confinement obtained with those waveguides makes for very compact and high-performance
devices in the telecom wavelength when used in combination with an active material [108, 109].
In the LWIR domain, where most laser are TM polarized, their use is limited and no report in
the literature have been found of devices using slot waveguides yet.

Plasmonic waveguides are formed by a metallic layer (or any high electron density layer)
whose interaction with the optical electric field leads to a local field propagation at the surface of
the layer. They are relatively easy to fabricate and give a very high sub-wavelength confinement,
making those waveguides suited to compact and sensitive applications, such as spectrometry in
the LWIR spectral band [110]. But this does come at the cost of high propagation losses, and
therefore plasmonic waveguides are limited to short propagation lengths. Moreover, those waveg-
uides have very low tolerance to bending, and thus complex photonics circuits using plasmonic
waveguides are yet difficult to realize [111].

Sub-wavelength waveguides are waveguides formed of a periodic repetition of high and low
index material in a grating like form (see Figure 3.2). The width and height of the high index
material is typically the same as a ridge waveguide. The thickness of each plot and their spacing
is sub wavelength, such that the grating period is smaller than half the wavelength in the medium
to avoid the opening of a photonic bandgap. The choice of the grating duty cycle allows access to
a wide choice of waveguide core effective refractive index while considerably lowering the optical
losses, providing a new degree of freedom to the designer [112]. They have been proposed as
athermal, low dispersion waveguides in the SWIR [113], as candidates for bio-chemistry or gas
sensing in the MWIR and LWIR domains [114, 115, 116]. Their fabrication process is slightly
more complicated than the ridge waveguide geometry due to the potential high aspect ratio
etching required. A well mastered fabrication process is therefore an important prerequisite.
Nevertheless, they are potential significant competitors for future LWIR photonics integrated
circuits.

Photonic crystal waveguides are formed of periodic variation of the refractive index, for
example by etching holes in a planar waveguide structure. The periodicity of those leads to
the formation of photonics bands, similarly to electronic bands in semiconductors. Waveguides
formed in a photonic crystal can have very sharp and low-loss bends, providing a way for
extremely high density photonic circuits [117]. Similarly to sub-wavelength grating waveguides,
the designer, through the choice of the lattice parameter and filling factor, has access to a wide
range of waveguide effective core index, together with a potentially low dispersion [118]. Their
fabrication can, on the other hand, be very challenging as it requires high aspect ratio etching,
the high index layer having a thickness similar to the ridge waveguide thickness. Very few
experimental demonstrations in the LWIR domain have been found, but some simulation shows
the potential of such waveguides [119, 120].

Throughout this thesis, essentially the ridge waveguide geometry will be used due to the rel-
atively low technological maturity of the InGaAs/InP LWIR photonic platform. Moreover, the
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compatibility requirement between the developed photonic components with the already devel-
oped QCL mostly impose that choice, as it would otherwise require much further development
of mode converter and other specific building blocks which is not the focus of this thesis. The
next part of this chapter will focus on the optical losses in photonic circuits and further justify
the importance of compatible waveguide geometry with the QCL.

2 Optical losses in a system and how to limit them

2.1 Transition losses and coupling losses

Light injection into a waveguide can be quite challenging depending on its dimension and optical
confinement. In this paragraph, we present the different injection techniques adapted to ridge
waveguides. As the injection into a waveguide is closely linked to the transition losses between
two waveguides with a different cross-section, we present at the end of this part the taper
transition implemented in our designs.

End fire coupling : consists in focussing a laser beam directly on the waveguide front facet
using a lens, (Figure 3.3a). In that case, the maximal coupling efficiency can be high, provided
that the incident light electric field distribution matches the one from the optical waveguide
mode to be excited. The coupling efficiency can be estimated by the following expression [121,
122] :

η = |
∫∫
E∗

m · Eindxdy|2∫∫
|Em|2dxdy

∫∫
|Ein|2dxdy

(3.1)

where Em(x, y) is the optical mode field distribution in the waveguide and Ein(x, y) the focused
beam field distribution. Note that this expression doesn’t consider the Fresnel reflection at
the input facet, which can represent a 30% losses in InGaAs/InP waveguides. Ideally, an anti-
reflection coating would be needed. In practice, the small dimensions of the waveguide do not
allow a very effective injection by this technique, which is mostly limited by the diffraction
limited focused spot [123]. Different methods can be used to overcome those limitations, such
as enlarging the optical mode of the waveguide through inverse buried taper structure [122] for
example.

Direct butt coupling : is quite similar to the end-fire coupling except that the laser beam
and the laser waveguide itself is placed in close proximity to the waveguide facet (Figure 3.3b).
The coupling efficiency in that case is estimated by the same Equation 3.1 and facet reflectivity
calculation. To reach an efficient injection by this technique, sub-micro-metric positioning of
the laser with respect to the waveguide facet is required. A particular care in the optical mode
geometry through the waveguides geometries must be taken to maximize the overlap integral of
the fields. That technique requires additional assembly steps, that can be challenging and costly,
and are more adapted to the assembly of a final product than to a laboratory characterization
setup.
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Lens

(a)

Laser

(b)

Figure 3.3: a) End fire coupling, a laser beam is focused into the waveguide. b) Butt coupling,
the laser is placed as close as possible to the waveguide facet.

Prism coupling. The above two coupling methods make use of direct injection of the laser
beam into the waveguide front facet. Both of these can be particularly difficult if the waveguide
is strongly confining and/or is of small dimensions. This is the case of plasmonic and slot
waveguides, for example. Those need other coupling techniques allowing to inject the laser
beam from a side of the guide itself. The prism coupling method is one of them (Figure 3.4a). It
consists in closely matching the phase velocity of the propagating mode βm to the one from the
incident wave. This is done through the use of a prism, whose optical index np is greater than
that of the waveguide core, placed in close proximity to the waveguide. When the incident angle
on the prism produces a total internal reflection into the prism at the angle θp, a local plane
wave propagating along the z⃗ direction is formed with a propagation constant βp = npk0cos(θp).
If the angle of incidence is chosen such as βp ≈ βm, and the distance d is sufficiently small,
evanescent coupling between the propagating mode into the waveguide and the local plane wave
in the prism will occur, and thus, power injected in the waveguide mode. The same method can
be used to extract power from the waveguide [123].

Grating coupling is another, nowadays widely used method, of phase matching between an
incident laser beam and an optical mode (Figure 3.4b). A periodic corrugated waveguide section
(by local etching of the cladding, for example) of period Λ, diffracts the incident light beam in
preferential directions resulting from constructive interferences. Those are caused by a shift of
the wavevector axial component by an integer number q of 2π

Λ q. The phase matching condition is
met if k0nextcos(θ)+q 2π

Λ = βm, q is called the grating diffraction order. The coupling efficiencies
with gratings can be very high but requires a carefully designed grating and waveguide associated
to precise knowledge of the waveguide effective index. The fabrication induced variability can
also have a great impact on those [124].

The deep ridge waveguide structure used throughout this thesis and the requirement of being
able to characterize the designed devices for a broad wavelength spectrum made the use of phase
matching injection techniques (prism or grating coupling) impossible. Therefore, for all designed
waveguide components, characterization was foreseen to use end fire coupling in the waveguide
front facet, and the integration, to use butt coupling with the laser waveguide. The dimensions
of the waveguides designed in this work were therefore matched to the ones of the available laser.
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Figure 3.4: a) Coupling using a prism. b) Using an engraved grating coupler.

On chip transition and tapers can be a high source of optical losses on photonics circuits.
Indeed, complex photonic circuits embedding different active and passive functions are likely
to use waveguides with different cross-sections. Throughout this thesis, we varied the width
of waveguide sections for different reasons exposed in the next chapter. The interconnection
between those sections must ensure a smooth transition to limit the transition losses due to
impedance mismatch. Those can easily be understood through Equation 3.1. A mode mismatch
necessarily leads to optical losses. Moreover, a short transition between waveguides having a
different cross-section will reduce the propagation losses, and this is highly important when
the waveguide structure as relatively high material absorption as is the case in this work (see
chapter 4). Many works have been dedicated to the finding of the best transition, i.e. taper
parametrization [125, 126, 127, 128, 129]. It appears, to the best of our knowledge, that the
shortest adiabatic taper having the best performances might be obtained using a simple rule
design introduced by Milton et al. [130], as reported in [131] for a waveguide technology close
to the one we use.

In their method, the local angle θ(z) of the taper transition is designed to be lower than
the projection of the ray angle of the local lowest order mode, θp(z), to avoid perturbation of
the phase front leading to mode conversion [130] (see Figure 3.5). Now following analytical
developments of waveguide propagation constant for a strongly confined mode, one can show
that this condition implies that :

θ(z) = α
(ν + 1)λ
2ncW (z) (3.2)

where nc is the waveguide core index, ν the optical mode index, α a user-defined parameter,
which a positive real number lower or equal to one, and W (z) the local waveguide width.
Expressing the coupled variation of the local width and the local angle θ one can show that the
taper parametrization with the above explained criterion follows the expression, where W0 is
the input taper width :

W 2(z) = W 2
0 + 2α(ν + 1)λ0

nc
z (3.3)

Moreover, in their development, Burns and Milton showed that with those taper design, the
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expected transition losses would be on the order of 1/16α. The bigger the α factor, the bigger
the taper transition losses, but the shorter the taper and thus the material absorption through
the transition. As it is of great importance in our case (as will be explained in chapter 4) to keep
the components as short as possible, we used an α = 1 value in all our designs. In their work, Fu
at al. [131] showed that this value could even reach α = 1.5 without quantitatively increasing
the losses. An example of an implemented taper transition is presented in Figure 3.5b).

(a)

100 µm

(b)

Figure 3.5: a) Schematic representation and notation in the design of a taper. b) Implementation
of those taper in a Mach-Zehnder modulator structure (green circle) fabricated in the present
work.

2.2 Interface roughness

When processing a waveguide using any etching technique, in particular dry etching techniques,
the roughness of the used mask will be transposed on the sidewall of the waveguide leading to
sidewall roughness Figure 3.6.

1 µm1 µm 2 µm

Figure 3.6: SEM picture of a SiN hard mask (left) used in the etching of waveguide structures
by ICP-RIE dry etching (right). The sidewall roughness of the hard mask has visibly been
transferred to the waveguide.

Many descriptions of the impact of this sidewall roughness have been reported in the liter-
ature and first theoretical description presented in [40], then simplified by [132, 133] and after
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used by many authors to describe the impact of sidewall roughness in their waveguide technol-
ogy [134, 135, 136]. Those theoretical descriptions rely mostly on the knowledge of the spectral
density function of the surface roughness, which is hardly accessible to the designer and the
experimentalist. This one is therefore mostly assumed to have an exponential autocorrelation
function described by its coherence length Lc and roughness rms σ. The absorption losses α due
to the interface roughness can then be estimated by [133] :

α = φ2(d)(n2
c − n2

cl)
k3

0
4πnc

∫ π

0
R̃(β − nclk0cos(θ))dθ (3.4)

where φ(d) it the modal field amplitude at the interface, nc the waveguide core index and
ncl the claddings index. R̃ is the power spectrum function describing the surface roughness
of the waveguide and is linked to the exponential autocorrelation function through the Fourier
transform (Ω = β − nclk0cos(θ)) :

R̃(Ω) = 1
2π

∫ +∞

−∞
R(u)exp(iΩu)du with R(u) = σ2exp

(
−|u|
Lc

)
(3.5)

In the derivation of the above equations, one considered a planar waveguide with random
variation of its width to account for the sidewall roughness, and an optical electric field parallel
to the interface core-cladding [133]. The resolution of the above equation can be reduced to a
similar form, which we find to be more physically insightful [20, 132] (Eq.20 for the later ref.),
particularly as it shows the wavelength dependency (where a planar waveguide model is used,
the interfaces being perpendicular to the x⃗ axis, and long coherence length approximation used)
:

α = σ24π2k⊥
λ2β

E2
s∫

E2dx
∆n2 (3.6)

In that equation, β and k⊥ are the propagation constant and transversal wave-vector in the
waveguide core of the fundamental mode. We recall here that a planar waveguide with interfaces
transversal to the x⃗ axis is considered here, which is sufficient in most practical cases. The ratio

E2
s∫

E2dx
is the normalized modal field amplitude at the rough interface and ∆n is the optical

index contrast between the waveguide core and the lateral cladding.
Equation 3.6 teaches us that the losses induces by the interface roughness are directly pro-

portional to the square roughness rms σ2 as expected but also, in first order approximation
(meaning by that, that the electric field overlap with the rough interface be unchanged), in-
versely proportional to the free space wavelength. In all generality, the wavelength dependence
of those losses would be more complex as the confinement of a given waveguide structure will
decrease with an increasing wavelength thus leading to more field overlapping with the rough
interface and potentially over compensating the 1/σ2 term. An estimation of those losses for a
very similar waveguide structure used throughout this thesis is still given in [20] and losses on
the order of 5 dB/cm (partly attributed to the sidewall roughness) are presented. Those are
expected to be negligible in our waveguide structure as the waveguide doping would be the main
contribution to the absorption (as will be presented in the next chapter). Only the passive MMI
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waveguide structure (which still are processed on doped InP substrate) could have comparable
losses. Therefore, sidewall roughness losses will be neglected in all the hereafter presented design
as :

1) Strongly confined mode will be used in most design of undoped waveguides

2) Whenever a more weakly confining waveguide will be used, the main sources of losses will
be from material absorption and/or radiation in bent waveguides.

3) A special care will be put on the development of a "smooth" sidewall etching recipe.

2.3 Bent waveguide losses

When routing a beam in photonic integrated circuits, bent waveguide sections are essential. In
a bent section, the optical mode profile changes and the field is compressed on the outer part
of the bent waveguide, and a fraction of the power leaks outside the waveguide Figure 3.7. It
is therefore important to well design those waveguides to limit those losses as much as possible.
Different approach exists to describe those waveguides and limit their losses making use of
conformal mapping [137], match bend method [138], slight misalignment [139] or a variational
approach [140].

(a) (b)

Figure 3.7: Poynting vector in the direction of propagation for a) a straight waveguide, b) a
bent waveguide with radius 50 µm. The waveguide is a deep ridge waveguide with 3 µm InP
cladding and 2.5 InGaAs core simulated at a 9.1 µm wavelength.

The sources of losses in such bent section are mainly :

- Radiation losses outside the bent section. They evolve roughly as C1e
C2R [141] with C1,

C2 two constant mostly independent of the bent radius R (C2 < 0).

- Material absorption, as in the case of straight waveguide

- Transition losses when passing from a straight to a bent waveguide section or between two
different bent sections.
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- Interface roughness. The field being pushed outside the waveguide, bent sections are more
sensitive to interface roughness.

To cope with the above sources of losses, different type of bent sections have been introduced
in the literature, which are now widely used. A detailed comparison of those can be found in
[106] from which we recall the main conclusions below.

Arc-circle : is the most natural one. It consists of a section of constant curvature bent
waveguide. With such a parametrized bend, the linear propagation losses are constant at any
curvilinear abscissa, but a potentially strong discontinuity occurs at both extremities of the bend
thus potentially strong transition losses.

Hyperbolic cosine : is a close alternative to the arc-circle bend, as at any curvilinear abscissa
their curvature is below or equals that of the arc circle. The advantage being a reduced (by a
factor 2) curvature at the extremities and a continuous transition to the arc-circle curvature.
This allows the reduction of the transition losses at both extremities while also reducing the
local curvature radius throughout the bent section, thus trading radiation losses for distributed
transition losses, which has shown to be advantageous in low-loss waveguides [106].

Sine bends : have a null curvature at the extremities, thus no transition losses there. Their
local curvature evolves gradually toward a maximum curvature, which is more than twice the
arc-circle curvature. There again, constant radiation losses and extremities transition losses are
traded for distributed transition and radiation losses. As their local curvature reaches twice the
one from the above two bends, their losses become advantageous only for "large" bend radius in
comparison to the other parametrize bends.

Clothoid bends : also does not show a curvature discontinuity at its extremities, while its
curvature evolves linearly with the curvilinear abscissa to a maximum approximately 1.9 times
the arc-circle curvature. Their expected losses have been shown to be always lower than those of
the sine-bend except for "very small" bend radius where hyperbolic-cosine bend, anyway, have
better loss figure [106].

All the above four types of bend parametrization have been explored only in the case of low-loss
semiconductor waveguides. When the waveguide material, and especially the core of the waveg-
uide, have a strong absorption (which will be the case in our modulator design as explained in
chapter 4), it can be advantageous to use sharp curvature radius to displace the field outside
the waveguide core, therefore trading material absorption losses for radiation losses. Moreover,
in most practical applications, the optimal path is not made of simple 90◦ bend but rather
more complex forms such as s-bends. In that prospect, we used the semi-analytical approach
presented in [142] which we recall below.
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The bent path is defined as a polynomial curve of 12 parameters in the (x⃗, z⃗) plane.

r(t) =


x(t) =

5∑
n=0

ant
n

y(t) =
5∑

n=0
bnt

n

(3.7)

The arc length s is then defined as the following integral along the path :

s(t) =
∫ t

0

∣∣∣∣dr(t′)
dt′

∣∣∣∣ dt′ (3.8)

The 12 parameters of Equation 3.7 are solutions to a system of equations defined by the
following requirements :

1) The extremities position and slope (or angle) are fixed by imposing the continuity of the
waveguide, and it’s direction θ.

2) The transition at the extremities of the bent path should be smooth in order to avoid
transition losses there.

3) The bend must be smooth enough so that there is negligible contribution from distributed
transition losses.

From 1) and 2) we deduce the following set of equations if we denote (xi,ẋi, ẍi) the input
position, slope, and curvature. Similarly, the f subscript denotes the same values at the output
: 

xi = a0

ẋi = a1

ẍi = 2a2

and


xf = a0 + La1 + L2a2 + L3a3 + L4a4 + L5a5

ẋf = a1 + 2La2 + 3L2a3 + 4L3a4 + 5L4a5

ẍf = 2a2 + 6La3 + 12L2a4 + 20L3a5

(3.9)

There exists an infinite solution to the above system of equations that is defined by the choice
of the upper bound of the integration path Equation 3.8, the t parameter, which is called L

in the following as it is closely linked to the length of the path. The choice of the value of L
maximizing the transmission from one side of the path to the other, gives the 12 parameters
and the whole optimised path for arbitrarily positioned input and output, making that path
definition extremely versatile. To minimize the losses, we use the following definition of the total
absorption, which is then minimized using any numerical method (it is the third requirement),
details are found in [142] :

I(L) =
∫ L

0
α(t)

∣∣∣∣dr
dt

∣∣∣∣ dt (3.10)

The knowledge of the local absorption coefficient α(t) is then needed for that optimization.
To that end, a simulation for various curvature radii of the waveguide structure is performed
using a commercially available mode solver (Fimmwave). The waveguide structure is simulated
for non-lossy media (we only use the real part of the dielectric permittivity and set its imaginary
value to 0). The material absorption losses can then be computed analytically from the modal
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field distribution using Equation 2.27 or Equation 2.28 and added to the simulated radiation
losses. The result of that procedure for the calculation of α(t) is presented in Figure 3.8 and
the local curvature radius is linked to the parameter t via the formula :

R(t) = (ẋ2(t) + ẏ2(t))2/3

ẍ(t)ẏ(t) − ÿ(t)ẋ(t) (3.11)

(a) (b)

Figure 3.8: a) Simulation of the transmission, including radiation losses and material absorption
losses, for different values of the arc circle bend radius at a wavelength of 9 µm. Core material
absorption has been fixed at 12 cm-1 and claddings at 7 cm-1. A π/2 rad angle corresponds to
a 90◦ bend. The insert shows the simulated waveguide cross-section. b) Optimised path (blue
curve) between two points for an S-Bend transition with the above losses. The length final value
of t, L=144 optimised the transmission.

One can clearly see that for very tight bend radius the losses are dominated by radiation
losses, while for large bent radius the opposite occurs. The optimal bent radius is then a trade-
off between both, and naturally the optimized path curvature will tend to reach that value. In
all our designs, we followed the above explained procedure, choosing the parameter L with an
added constraint of minimum local curvature radius along the path greater than 50 µm. This
value has been chosen in order to limit the impact of optical index contrast uncertainties (as
seen in chapter 2).

Having discussed the sources of losses in passive photonic components, we can discuss the
main function of passive building blocks that are beam power splitter. That is the topic of the
next section of this chapter.

3 Beam routing and passive optical function.

Passive waveguide components are probably the main constituents of all photonic circuits. They
are used to split a light beam into as many as needed secondary beams with arbitrary power
splitting and phase relation. They are used for polarization or wavelength multiplexing and
demultiplexing. Likewise, they are used as spectral filters. In this part, we focus on the most
elementary passive function, which is a power splitter or combiner. This passive function is
indeed one of the most important ones, and especially for optical telecommunications in the
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LWIR spectral band. As we will discuss in more detail in chapter 5, direct (or also called
quadratic detection) at those wavelengths is less performing than field detection. Therefore,
integrated beam combiners, such as can be provided by the devices presented below, are essential
components for a high performance, possibly heterodyne detection scheme. It is even more
essential, not to say mandatory, for coherent detection with higher-order modulation format.

In photonics circuits, beam splitter can be realized by different type of waveguide construc-
tion. The first and foremost being the "Y" junction where one feeding waveguide is split in
two, forming a symmetrical "Y" shape, Figure 3.9a). The symmetrical fundamental mode of the
feeding waveguide is projected onto the even super-mode in the multimode section and a 50/50
splitting is realized. On the other hand, when used as a beam combiner, the fundamental mode
from both branches are projected onto both the even and odd super-mode (the ratio depends on
the phase difference of both input modes) and only the even super-mode is transmitted while
the odd one is radiated or reflected.

The second method, also widely used, is the directional coupler represented in Figure 3.9b). It
is made of two waveguide sections sufficiently close to each other for evanescent coupling between
both optical mode to happen. A Rabi oscillation will therefore occur throughout the propagation,
such that the right choice of the length of the coupler will lead to any chosen splitting ratio.
Those devices are particularly sensitive to the separation between both waveguides, which require
a well mastered fabrication process. One way to limit the impact of this might be to break the
component symmetry, for instance using a wider waveguide on one branch, which will greatly
relax the precision requirement on the optimal length for the chosen splitting ratio.

The last method is the use of MMI which has become a reference component for their
fabrication tolerance and high spectral bandwidth. The control of the phase relation between
the output has also been a great advantage to their wide adoption, especially as 90◦ hybrid
splitter. Those are extensively described in the following paragraphs, as they are our choice of
component for beam splitting and 90◦ hybrid splitter.

even

odd

(a)

even

odd

(b)

Figure 3.9: a) Principle of the "Y" Junction and, b) the directional coupler

3.1 Multi mode interferometer

As previously explained, MMI are one of the main and most robust building blocks when it
comes to beam splitting. Their work principle relies on the projection of an optical mode
from a feeding waveguide, onto a set of new optical modes in a larger waveguide. The phase
velocity relations between each of the new modes will lead, throughout their propagation, to an
interference pattern similar to the Talbot carpet [143]. With a judicious position of the input
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waveguides and output waveguides, one can have a wide spectrum of functionalities with such
devices, making them very versatile in their design. In the following we present the theory behind
MMI and its application to a 3dB splitter, the main building block required for integrated Mach-
Zehnder interferometer (those will be discussed in the next chapter as a way to characterize the
phase shift introduced by modulators).

3.1.1 Theory behind MMIs

The theory behind the MMI has been extensively developed in the years 1990s by Bess, Bach-
mann and Soldano team [144, 145, 146, 147]. They presented an extensive theoretical description
of the work principle of MMI, their bandwidth, and robustness to fabrication induced imper-
fection. In this part, we recall the main aspects of those developments based on the above
references.

An MMI is composed of ideally mono-mode input waveguides injecting an optical mode
into another (highly) multimode waveguide section. The notations and representation of such
waveguide MMI is represented in Figure 3.10. For simplification, we consider a planar step
index waveguide made of non-absorbing isotropic media, the dielectric constant is thus real and
the square of the optical index. The core material has an optical index nc (shaded area in
Figure 3.10) and the claddings and index nr. The calculation of those indexes can be made by
use of the actual 3D multimode waveguide and the effective index method, for example [148,
149]. Following the modal propagation analysis [150], one can express the propagation constant
βν of each mode of the multimode section as :

βν ≈ k0nc − (ν + 1)2πλ0
4ncW 2

e

(3.12)

where k0 and λ0 are respectively the free space wave-vector and wavelength. We is the effective
width of the multimode section, meaning that it is the physical width of the waveguide, to
which we add 2 times the field penetration depth of the first order mode outside the waveguide
to account for the Goos-Hänchen effect. The propagation constant spacing can then be defined
with respect to the first order mode β0 as :

β0 − βν ≈ ν(ν + 2)π
3Lπ

with Lπ = π

β0 − β1
≈ 4ncW

2
e

3λ0
(3.13)

Throughout their propagation, each mode will accumulate a different (but determined by
design) phase such that at a given section z, the field distribution will be expressed as the
coherent sum of all guided mode Ψν (we assume the coupling with any radiative mode to be
negligible) :

Ψ(y, z) =
∑

ν

cνΨν(y)ej
ν(ν+2)π

3Lπ
z with cν =

∫
Ψ(y, 0)Ψν(y)dy√∫

Ψ2
ν(y)dy

(3.14)

A carefully positioned input waveguide defines the coupling coefficients cν while their prop-
agation constant produces the interference pattern. One can directly see that at any integer
multiple distance of 3Lπ the imaged input field will repeat itself with an eventual π phase shift.

62



3. Beam routing and passive optical function.

z

y

x

We

Figure 3.10: Schematic representation of step index waveguide MMI and is first 7 guided mode
normalised amplitude Ψ.

In the general case of N arbitrarily positioned input waveguides (meaning not necessarily po-
sitioned at the nodes of some mode), the position and phase relations of the N-fold images
(N imaged repetition of one input waveguide) at the distance L = 3Lπ/N , can be obtained
by Fourier analysis [145]. In that case, the first N-fold images of an input waveguide field are
located at :

xq = (2q −N)We

N
(3.15a)

ψq = q(N − q)We

N
π (3.15b)

Those N-fold images of the input waveguides are not necessarily superposed for two different
input waveguides, and a careful positioning of the input is required to ensure this superposition.
Those are described in detail in [145]. In the case of an even number of input/output N, those
must be situated at y = a+ W (4k−N)

2N and y = −a+ W (4k−N+4)
2N with k an integer between 0 and

N/2 − 1, and 0 < a < W/N .
In a 2×N MMI it is also possible to position the input waveguides at y = ±We

6 such that
the modes Ψν for ν = 2, 5, 8, ... are not excited. This results in shorter components by a factor
of 3, the firs N fold images being at L = Lπ/N . Those components are refereed as paired
interference MMIs. Similarly for symmetrical excitation, as in the case of the 1×N MMI the
length can be further reduced to L = 3Lπ/(4N) as only the even modes are excited. Those
MMIs are refereed to as symmetric MMIs.

Bandwidth and robustness to small design variations :
One of the main advantages of MMI as basic building blocks such as 3dB splitter is their relative
robustness to design variation potentially introduced during the fabrication process, and their
wide bandwidth in comparison to other component such as Y junctions. Those tolerances are
especially derived in [144]. Considering the above discussion, the optimal length L of a designed
MMI for N-fold images at an optimal wavelength λopt is given by (in the general case where we
assume a strong index contrast such that We ≈ W , the physical width of the multimode section)
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:
Lopt = 4nrW

Nλopt
(3.16)

Therefore, taking the logarithm of the above equation and expressing its differential, one obtains
that :

|δL|
Lopt

= |δλ|
λopt

= 2 |δW |
W

= |δnc|
nc

(3.17)

In [144], Besse et al. derives an analytical formula expressing the excess loss induced by
a small variation of the design, by approximating the fields of the input/output waveguides
by a Gaussian beam of waist d0, and considering no crosstalk between the outputs (i.e. well
separated waveguide). For a given maximal excess loss α ≡ −10log10(T ), they show that this
limit is reached by :

|δL| ≤ Zd2
0
πnc

2λopt
with Z =

[
4 − 5T 2 +

√
(4 − 5T 2)2 − 16T 2(T 2 − 1)

8T 2

]1/2

(3.18)

They therefore obtained, injecting Equation 3.18 into Equation 3.17, that the bandwidth of the
MMI with a considered maximal excess loss writes as :

2|δλ| = πN

4

(
d0
W

)2
λopt (3.19)

The main conclusions to their work are then the followings :

- The larger the input/output number N , the lower the MMI bandwidth

- The fabrication tolerances are independent of the input/output number N

- All other coefficients being equal, the larger the input/output waveguide (waist d0), the
larger the fabrication tolerances and the bandwidth.

In a development stage, one can include multiple variation of length by step ±|δL| for a
chosen excess loss α to compensate for fabrication induced variation in width, laser wavelength
variation, or optical index uncertainty.

3.1.2 Design of 2×2 MMI 3dB splitter

The above theory behind MMI having being explained, we present here its direct application to
the design of 2×2 MMI acting as 3dB splitters. Those are especially useful to form waveguide
integrated Mach-Zehnder interferometers, which are the main building blocks of most coherent
transceivers. Their main advantage in comparison to the other alternative, being a 1×2 MMI, lies
in the potential reflection when used as a beam combiner for a signal and a local oscillator laser,
which can cause detrimental perturbation [151]. Indeed, when two beams in phase opposition
are injected (thus an odd symmetry injection) in a 2×1 MMI, those interfere destructively at the
only output (whose supported mode has an even symmetry), and part of the power is radiated
outside the component, but a non-negligible fraction is reflected back to the input waveguides.
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This doesn’t happen with 2×2 MMI as all the injected power is transmitted to the output
waveguides with reduced reflection. Another alternative to deal with reflections would be to
use tapered input/output waveguides, but that comes at the cost of longer components and a
slightly more complex design while not solving the reflection problem of the 1×2 MMI used as
a beam combiner.

The main parameters in designing 2×2 3dB splitter MMI are summarized in Figure 3.11, and
the main figures of merit to be optimized are both the imbalance (the splitting ratio between
both outputs when injecting only one input) and the overall transmission. Ideally, the phase
relations between both outputs with respect to the inputs should be a 180◦ phase difference.
When a phase difference between both inputs δϕ is introduced, the output power should evolve
as the cos(δϕ) at one output while at the other it should evolve as −cos(δϕ), thus a phase
relation of 180◦ between both outputs.

W

Wa

a

L

P1 P4

P3

Figure 3.11: Parameters to be optimised in the design of a 2x2 MMI 3dB splitter.

From the above discussions, we already know that the larger the input, the better the trans-
mission and the fabrication tolerances. This conclusion has been made under the assumption
that no coupling exists between the input/output waveguides. To ensure that, a numerical sim-
ulation using the planar waveguide simulation whose principle has been introduced in chapter 2,
of the beat length between two separated waveguides, has been made (We recall that those
waveguides are 8 µm wide, have an undoped InGaAs core of 2.5 µm and a top cladding of 4 µm
undoped InP). It showed that for a waveguide separation greater than 2 µm, the beat length
between the odd and even super-mode exceeds 100 µm, which means a coupling coefficient on
the order of 0.01%. This value of 2 µm (thus a = 5 µm) waveguide separation as therefore been
chosen as the lower bound in the design process, fixing at the same time the lower bound for
W, at 18 µm.

For the choice of the optimal width (and length) of the MMI, we took inspiration from the
work of Hill et al. [152]. In his paper he studied the imbalance and insertion loss properties of
2×2 MMI defined as (see Figure 3.11 for the notations of the power injected P1 and extracted
P3, P4) :

Insertion loss = −10log
(
P3 + P4
P1

)
(3.20)

Imbalance = 10log
(
P3
P4

)
(3.21)

In particular, Hill showed that the optimal width of the access waveguides was on the order of
0.3 times the width of the multimode section to minimize the imbalance (and it was shown to be
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true for both paired and general interference MMI). Moreover, he showed that slight deviation
from the optimal position of the feeding waveguides could be detrimental to this imbalance,
especially in the case of the general interference MMI where only a small region in terms of
waveguide position and width is presenting very low imbalances. Those findings are the starting
point of our design process. We studied for multiple values of the ratio Wa/W in the proximity
of 0.3, the simulated performances of the 2×2 MMI for various waveguide separation (parameter
"a") and at the targeted wavelength 9.1 µm both for the general interference case and the paired
interference case (access waveguide at W/3 and 2W/3, please refer to page 63). The choice
of an optimal design was then made in both case by the determination of the most robust
design, in that a small change of the ratio Wa/W or of the waveguide position a should have the
lowest impact on the performances, while guaranteeing overall good performances (imbalances
below 0.22 dB or 5% and insertion losses below -0.5 dB). A special care is taken on the MMI
bandwidth in that process via the study of the impact of small changes of the optimal length
on the imbalance. This design process led us to the following two designs, found to be optimal,
Figure 3.12 for the general interference 2×2 MMI, and Figure 3.13 for the paired interference
one. Their dimensions are presented in Table 3.1.

In both cases, the simulated performances show excess losses below -0.5 dB for a large length
tolerance band greater than ±10µm around its optimum. A similar band ensures imbalances
below 0.15 for the general interference design and 0.35 dB for the paired interference design. In
terms of spectral bandwidth those design should meet the targeted performance for imbalance
(imbalance below 5%) on a spectral band around 0.4 µm wide centred at the targeted 9.1
µm wavelength using the uncertainty relation Equation 3.17. In order to check the validity
of the assumption leading to Equation 3.17 and Equation 3.18, we numerically simulated two
devices with a length variation of ±δL = 20µm (gray shaded area on both Figure 3.12 and
Figure 3.13) for a theoretical added excess loss of -1 dB (yellow shaded area on both Figure 3.12
and Figure 3.13). Those two simulations are shown as dotted gray lines on both figures and
show that their peak performances are indeed within the constraint represented by the yellow
shaded areas in both cases, while the imbalances are not changed to a detrimental extent and
are still below 0.4 dB (less than 10 percent). Moreover, it is also interesting to note that the
optimized general interference design found with this method has its access waveguide placed
near the edges of the multimode section, a finding also reported in [152].

MMI 2×2 W [µm] L [µm] a [µm]
General Int. 25.6 494 8.26
Paired Int. 27.8 194 5.18

Table 3.1: Dimensions of the 2×2 MMI 3dB splitter with 8 µm access waveguides.

3.1.3 Fabrication

The fabrication process of those passive components is quite simple. The structure, made of 2.5
µm undoped InGaAs and 4 µm undoped InP, is grown by MOCVD on a 2 inches InP n:1e17cm-3
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Figure 3.12: General interference 2×2 MMI performances simulated (orange curve). The dark
and light gray curves correspond to the performances simulated of the same design with a ±δL
length. The dark gray area is the corresponding 2δL length band around the optimal length,
limiting the excess loss to -1dB.

Figure 3.13: Paired interference 2×2 MMI performances simulated (blue curve). The dark and
light gray curves correspond to the performances simulated of the same design with a ±δL
length.The dark gray area is the corresponding 2δL length band around the optimal length,
limiting the excess loss to -1dB.
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substrate. The usage of a doped substrate is required by the used dry etching recipe on our
available Inductively Coupled Plasma (ICP) chamber. A thick 1.2 µm SiN film is then deposited
on the whole sample by Plasma Enhanced Chemical Vapour Deposition (PECVD) which is then
locally opened with a lithographic step and a fluorinated Reactive Ion Etching (RIE) plasma
etch to define the MMI. This dielectric film then serves as a hard mask for the ICP-RIE dry
etch used to define the MMIs. A Cl2:CH4:H2 18:8:4 sccm recipe is used with the following
etching parameters : pressure 2 mTorr, RIE power 100 W, ICP power 1200 W and a fixed
carrier temperature of 60◦. To allow the temperature of the sample to effectively build up and
for the etching to go well, the sample is placed without thermal grease on the carrier. The
remaining hard mask is then removed using the same RIE recipe previously used. The resulting
2×2 MMI fabricated are shown in Figure 3.14. In this fabrication process, 8 length variations by
step of 0.5δL, ensuring a maximal -1dB loss, are processed around the optimal design. Multiple
other optimized designs of 1×2, 2×2 paired and general interference MMIs and 2×4 90◦ hybrid
MMIs with access waveguides 6, 8 or 12 µm wide are processed, as well as a sample composed
of straight waveguides in order to be used as references for insertion loss measurements.

10 µm 20 µm

Figure 3.14: SEM picture of two fabricated 2×2 MMI 3dB splitter, general interferences design
(Left) and paired interferences design (Right)

Then the wafers were thinned down to 150 µm and every sample (made of 9 different length
variations of the same MMI design) was cleaved. A thin film of Y2O3 has been deposited on the
output waveguides cleaved facet by sputtering, to act as an anti-reflection coating. The 1400
nm thick film partially delaminated from the sample, nevertheless some waveguide seemed to be
intact and apt to be optically characterized. An image of the resulting output facet of a sample
is presented in Figure 3.15.

Figure 3.15: Optical microscope image of an AR coated output facet of 2×2 MMI samples.
Multiple "cracks" on the AR coating are clearly visible and some facet seam to have been
damaged in the process.
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3.1.4 Performances

In order to characterize the performances of the fabricated 2×2 MMIs, we designed the follow-
ing characterization setup Figure 3.16. An external cavity quantum cascade laser (ECQCL, a
MirCat™) is used as a widely tunable coherent source for the characterizations. It is split ino
two different branches using a 50/50 ZnSe beam splitter. One of the beams is then delayed by a
piezoelectric delay line with a nano-metric resolution (Thorlabs™NF15AP25 stage). The use of
prisms guaranties the auto-alignment of the beams in this delay line throughout its motion. A
slightly tilted mirror allows injecting the delayed beam into a different input waveguide of the
MMI through an aspherical lens. A 2◦ tilt is enough to focus the delayed beam 100 µm away
from the direct beam, thus addressing the two inputs of the MMI independently. The output
of the MMI is then collimated and focussed with a magnification (here roughly 8 times) on a
LWIR camera (WinCamD-IR-BB from DataRay), allowing clear distinction of the two output
waveguides. The injection and collimation lenses, as well as the component, are placed on micro-
metric tri-axis stages. A pre-alignment of all beams without the component is performed, then
the component is placed and aligned, and the collimation lens translated a distance equal to the
length of the component.

The characterization of the imbalances (which we refer as the splitting ratio in the following)
follows the procedure hereby explained. The laser beam is injected in only one of the input
waveguide of the MMI at a time (we use only one branch of the Mach-Zehnder setup presented
in Figure 3.16) and a scan of the wavelength if performed while imaging the output waveguides
using a LWIR camera. For each wavelength, a mean background is made of the average of 10
images recorded with the camera integrated shutter. This background is then subtracted from
another set of 10 images averaged, recorded without the camera shutter. That way, we limit
the impact of any temperature deviation of the camera and average some low frequency sources
of noise. The power at one output is then directly proportional to the pixel sum around the
waveguide output. We estimate it by the sum of a 15 pixels square around the visible output
waveguide. Slight change in dimension and position of this square didn’t produce a substantial
difference in the results in comparison to the estimated measurement uncertainties. The latter
are calculated by repeating the same measurement multiple times (at least 3 times) on the same
component, with misaligning and re-aligning it between every measurement. The mean values
and deviations are figured respectively as continuous line and shaded area on Figure 3.17.

Phase relations are measured using a similar procedure, except that both beams are injected
into the 2 input waveguides of the MMI, and the delay line scanned for all measurement wave-
lengths. This forms a set of 2 interferograms for each scanned wavelength. Those are cleared
from high-frequency noise in the Fourier domain and renormalized between -1 and +1 (as we
are only interested in the phase for that measurement, the amplitude would be an unnecessary
fitting parameter). The delay is then corrected assuming a linear variation of half a scanned
wavelength of the delay between each consecutive extrema in the interferograms (we use the
highest throughput interferogram for that). Then the phase relation is globally fitted on both
interferograms. The result is presented in Figure 3.17 b) for the best performing 2×2 paired
interference MMI.
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Figure 3.16: Optical setup used for the characterization of the 2×2 MMI splitting ratio and
output phase relations. ECQCL : External Cavity Quantum Cascade Laser, BS : Beam Splitter,
As : Aspherical lens, M : Mirror.
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Figure 3.17: Measured performances of the 2×2 paired interferences MMI of length Lopt +
1/2δL. a) Splitting ratio and b) Phase output relation. The inset shows one of the processed
interferogram and fitted phase relation for a wavelength of 9.08 µm.
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Its splitting ratio show an ± 8% excursion from the ideal 50% on the 9 to 9.4 µm spectral band
and phase errors from the ideal 180◦ below ±10◦ on the 8.9 to 9.3 µm band. The uncertainties
shown as shaded areas on the figures comes mostly from the laser instabilities due to mode
hopping caused by feedback in the cavity, as the input facet are not AR coated. On Figure 3.17a)
an asymmetry in the performances can be seen whether the beam is injected in the upper or
the lower branch of the MMI. This might come from either an asymmetry on the MMI itself
or, most likely, in the output facet of the waveguides themselves, as we have noticed that some
of them were damaged or had delaminated AR coating. Those results are comparable to the
ones reported in [20] on Y junction and directional couplers. Very little performance reports of
MMI devices were found in the literature in the LWIR spectral band (except for [153] where
is presented a 1×2 SiGe bases MMI) as they seem to be considered as, to the best of my
knowledge, more a mean to an end than a device to effectively optimise and report on at LWIR
wavelengths. Some other work has been dedicated in this spectral band, to the development of
photonic integrated beam combiners for coherent detection, but using dielectric loaded surface
plasmon polariton waveguides (DLSPP) in "Y" junction geometries. Nevertheless, the insertion
losses, let alone through the S-bend of a Y junction, are quickly growing with the offset such
that it exceeds that expected for MMI beam combiners [154], without considering the injection
losses due to mode mismatch with the near Gaussian laser mode. On the other hand, the main
advantage of using DLSPP beam combiner lies in the greatly facilitated monolithic integration
of QCL, optical pre-amplifier and QCD [155], which is yet the only alternative to butt-joint
regrowth of passive waveguide structures.

One might have noticed that no characterization of insertion losses is reported here. During
the thinning process of the straight waveguides planned for that measurement, the latter were
damaged to an extent where their insertion losses were higher than that of the MMI. Therefore,
the optical characterization of the MMI insertion losses could not be presented here. Neverthe-
less, the phase relation and splitting ratio being close to the theoretical ones, we expect them
to be low, close to the theoretical ones, as those devices phase relation, splitting ratio, and
transmission are closely connected.

4 Conclusion of the chapter

This chapter has focused on optical waveguide geometries and optical losses in photonic circuits.
The choice of ridge waveguide has been justified for integrability of the developed components
with an already developed QCL technology. Then different approaches to designing the main
photonic passive building blocks (bend optimization, taper, MMI) have been presented which
are used in the design of all components presented in this thesis. In particular, we presented the
theoretical background behind MMI and used it to design fabrication tolerant, broad band, 3-dB
splitters, the main component used in photonic circuits. Indeed, in the MWIR and LWIR spec-
tral band, the direct quadratic detection is less performing than the field detection, and therefore
heterodyne detection scheme is likely to be the solution for detection at those wavelengths. For
that purpose, integrated beam combiners and beam splitters are essential components, and es-
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pecially for coherent telecommunication applications. The ones based on MMIs, presented in
this chapter, have shown very promising results for future LWIR photonic integrated circuits,
and especially with respect to their robustness to fabrication variations. To the best of our
knowledge, the performances reported here of the 2×2 MMI as a beam combiner, are at the
state of the art in the LWIR spectral band. But very little report of such component’s per-
formance were found in the literature for LWIR operation. In the next chapter we will discuss
the implementation of an active function, essential to coherent telecommunication systems, the
phase and amplitude modulator.
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Chapter 4
Integrated phase and amplitude modulator
for FSOC

One key component for optical communications is the optical modulator, whose func-
tion is to encode the information onto an optical carrier. In this chapter, we focus on
the development of an integrated version of the optical modulator operating in the
LWIR domain, and more precisely around 9 µm. Firstly, we will present the different
physical effects that can be exploited to realize electro-optic modulation, and we will
justify our technological choice based on the intersubband Stark shift in asymmetri-
cally coupled quantum wells. Based on this latter approach, two designs of optical
modulators in waveguide geometry, optimized for phase modulation, will be detailed
and their implementation in a fully integrated emitter platform discussed. Different
characterization strategies will be presented, with specifically designed components
layouts that have all been fabricated in this thesis. Finally, we will present the
measured performances of a modulator, and we will discuss the experimental results.
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1 Optical index modulation in the LWIR range

The first part of this chapter focuses on the different physical effects that can be exploited
to produce an electro-optic modulation in the LWIR wavelength range. One can differentiate
between two kinds of modulation, as discussed in chapter 2 :

- The amplitude modulation, produced by a variation of the optical mode propagation losses,
which is currently referred to as electro-absorption modulation.

- The phase modulation, produced by a variation of the optical mode phase velocity, which
can also be referred to as electro-refraction modulation.

At the end of a waveguide modulator section of total lentgh L, the output optical field Eout can
be written as :

Eout = Einexp

(
−αeff (V )

2 L

)
exp

(
−j 2π

λ
neff (V )L

)
(4.1)

Ein being the optical field at the input, αeff is the optical mode power attenuation (expressed
in m−1), and neff the optical mode effective index. Both αeff and neff can be modified by
changing the applied bias V across the device. The operation of an electro-absorption modulator
relies on the amplitude variation introduced through the αeff term, while an electro-refraction
modulator acts on the neff term to modify the phase of the output field.

There are a multitude of physical effects that can be used to induce electro-optical modu-
lation in semiconductors, and especially electro-refraction modulation, which is the one we are
particularly interested in (see chapter 2). We will present the ones that are particularly suited
for the LWIR spectral band, as we aim to work at a wavelength of 9.1 µm. That clearly excludes
all the effects that result from electronic transitions occurring around the energy band gap, as
is the case of the Franz-Keldysh effect [156, 157] or the interband quantum confined stark effect
[158, 159], two widely used effects in the SWIR band, that are anyway much more efficient for
electro-absorption, rather than electro-refraction modulation.

Pockels and Kerr effects : are respectively linear and quadratic effects occurring in some
material when exposed to high electrical field (optical of not). The Pockels effect, is an effect
present in non-centrosymmetric crystalline materials, as is the case of most III-V semiconductors
such as InAs, GaAs or InP [160, 161]. On the other hand, the Kerr effect is present in all crystals,
but is generally much weaker than the Pockels effect.

The linear change in refractive index ∆n provided by the Pockels effect depends on the
particular crystalline orientation and, in the case of Zinc-Blende crystals, is maximized for a
wave propagating at an angle of 45◦ with respect to the (010) and (001) crystalline axes. The
resulting optical index variation under an applied quasi-static electric field Ex along the (100)
x-direction is then [160] :

∆n± ≈ ±1
2n

3
0γ41Ex (4.2)

where n0 is the material refractive index at zero bias (i.e. without the presence of Pockels effect),
and γ41 the non-zero component of the linear electro-optic effect tensor for the Zinc-Blende
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structure. The + sign holds for the (011) direction and the − one, for the (011) direction. At
that point, we can draw two main considerations :

(i) The first one is that for standard epitaxial structures that are grown along the (100)
direction, as is the case for those on standard InP substrates, only TE polarized optical
fields will be impacted by Pockels effect. That prevents using Pockels effect with TM
polarized light produced by QCLs, or it would require the use of polarization rotators that
are not available in the LWIR domain (neither bulk nor photonic integrated versions).

(ii) Secondly, the literature is very sparse concerning any reported use of linear electro-optic
materials in the LWIR spectral band. Nevertheless, it appears that these effects happen
near electronic resonances as described by the model of Hagn [162], which in the SWIR
band is the gap electronic transition. Therefore, material candidates having a substantial
linear electro-optic effect in the LWIR spectral band would likely have electronic transition
in that spectral band two. Moreover, it should also have a symmetry structure allowing
TM polarized light modulation. Such materials could be GaSe [163], organic crystals [164]
or polymers [165]. Unfortunately, the few interesting materials, especially polymers, often
show strong absorption in the LWIR and are not adapted to monolithic integration, which
is our ultimate goal. Therefore, Pockels effect is not considered a viable option for LWIR
optical modulation in the framework of this work.

Plasma dispersion effect : it is the effect produced by free carrier density modulation. Under
illumination, the free carriers in a material oscillate with the optical electric field, creating a self-
induced contribution to the electric field as discussed in chapter 2. The plasma dispersion effect
can be modelled as an additive Drude contribution to the dielectric constant, which impacts
both the real and the imaginary parts of the material refractive index. It is possible to show
from that model that the variation of the optical refractive index change, ∆n, with the variation
of the free carrier concentration, writes as [166]:

∆n ≈ −e2λ2

8π2c2ε0n

(
N

me
+ P

mh

)
(4.3)

with e the elementary charge of the electron, λ the free space wavelength, c the vacuum velocity
of light, ε0 the vacuum permittivity, N and P the electron and hole doping concentrations
respectively, me the electrons effective mass and mh the holes effective mass (taking into account
heavy and light holes). On the other hand, the free carrier absorption, which depends on the
plasma frequency, writes as [34] :

αfca(ω) =
ω2

pγc

nrc(ω2 + γ2
c ) with ω2

p = Nce
2

ϵ0m∗ (4.4)

where Nc is the free carrier density, m∗ the effective mass, γc the free carrier scattering rate
(which depends on the carrier mobility), and nr is the material optical index in the absence of
free carrier effects. At high frequencies, both the optical refractive index and absorption tend
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to evolve as λ2. In practice, the dependence of γc with the doping modifies this dependence
and both effects are slightly more impacted by the wavelength as they evolve more as λp with
p between 2 and 3 [167].

Modulators using plasma effect in a waveguide geometry can be made of P-N junctions, P-I-
N junctions or capacitive junctions. Each of the aforementioned approaches has advantages and
drawbacks, that are discussed in [168]. The typical dimension of the modulation of carrier den-
sity in the depletion region of a P-N junction or the accumulation layer of a capacity, embedded
in an optical waveguide, do not scale with the optical wavelength. On the other hand, the optical
mode cross-section itself, scales roughly as the square of the wavelength. Therefore, the overlap
of the optical mode with the depletion/accumulation region should evolve approximately as λ−1.
In fine, as the plasma effect on the optical index evolves as λ2, the overall performance of a mod-
ulator should scale up roughly proportionally to λ. In comparison to SWIR plasma-effect based
modulators, one could expect similar performances in the LWIR domain, as shorter compo-
nents would be needed, compensating for the larger waveguide dimensions and thus geometrical
electrical capacitance.

Inter-subband Stark shift : is an effect occurring in quantum wells and enhanced in asym-
metric quantum wells, where the energy of the transition between two (or more) bound electronic
states can be tuned by applying an external electric field. It was first proposed by Yuh et al.
[169] in the early 1990s to use asymmetrical quantum well structures to control the absorption
with an applied bias. The first experimental demonstrations of modulators using this principle
came shortly after [170, 171, 172]. The optical transition between two electronic confined states
in a system of coupled quantum wells, that leads to a Lorentzian like contribution to the optical
index (see chapter 2), is made tunable by an external applied bias, by breaking the symmetry
of the quantum wells system. That can be implemented either by using step quantum well as
suggested by Yuh et al. and reported by Dupont et al. [169, 172], or in asymmetric coupled
quantum wells (sometimes referred to as Electron Transfer Infrared Modulator - ETIM - ) [173,
171, 174]. The advantage of that latter approach lies in the versatility introduced by thin bar-
riers between two quantum wells Figure 4.1. The reduced thickness of the barrier has a crucial
impact both on the oscillator strength of the inter-subband transition, and on its tunability with
the applied bias. Indeed, the Stark shift occurring in such asymmetric-coupled quantum wells
is roughly equal to the potential drop between the wave functions barycentres, and linear with
the applied bias [174]. When using those structures for an enhanced Stark-shift, as reported in
[174], one can benefit from a very strong and widely tunable modulation of the optical index as
shown in Figure 4.1b), and without charge transfert (contrarily to the structures using electron
transfer [173, 171]). This should allow the full exploitation of the very high intrinsic response
time of those unipolar devices without the limitation of carrier transit time.

For such reasons, among all considered effects, the inter-subband Stark shift appeared as
the most promising to realize fast and linear long wave-infrared modulators. Another important
asset of such an approach is that it directly stems from the Quantum Cascade technology, and
therefore provides a consistent material platform for further integration, which it has already
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been successfully used with [175]. The deep ridge waveguide geometry selected, as discussed
before, should greatly reduce the geometrical electrical capacitance of the device, which was
a limiting factor in previous work using that effect [175]. Moreover, and contrarily to the
plasma effect seen above, the free carrier absorption with those structures can be very low while
conserving a high doping in the quantum wells, as a TM polarization (electric field in the growth
direction) is not affected by it (see chapter 2 discussion on quantum well dielectric function).

(a)

0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
Photon energy [eV]

2

0

2

4

6

IS
B

( )
( )

(b)

Figure 4.1: a) Example of asymmetrically coupled quantum wells system. In continuous line :
at a zero electric field, in dotted lines : at a 100 kV/cm applied electric field. b) Evolution of
the dielectric constant associated to the inter-subband transition (ISB) for different values of
the applied electric field. Dotted line : -100 kV/cm, continuous line : 0 kV/cm, dashed line :
100 kV/cm.

Other effects can be exploited to realize optical modulation in the long wave-infrared domain,
we can cite phase transition in materials such as vanadium oxide [176], liquid crystal reorientation
[177] or carrier density modulation in graphene [178]. Since all those are at an earlier stage of
development, and yet hardly compatible with integrated photonic circuits on a chip scale, they
will not be further discussed in this thesis.

After having briefly introduced the principal effects that can be used to modulate the optical
index of a material in the LWIR spectral band, and before moving forward to the discussion
of the integration strategy and the optical design of the waveguide phase modulators using
asymmetrical coupled quantum wells, we aim to briefly present the state of the art of optical
modulation in the LWIR spectral band, and compare it to the performances obtained in the
SWIR range, which currently represent the spectral band of reference for established FSOC.

2 State of the art of optical modulation, SWIR versus LWIR

In order to give an accurate and fair comparison between the existing technologies in the SWIR
and the LWIR, and to discuss the implementation of optical modulation in both wavelength
domains, we will first introduce the main Figures Of Merit (FOMs) that can be currently found
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in the literature. We refer the interested reader to [168, 23] for further details and deeper
discussion.

2.1 Figures of merit (FOM)

The modulation efficiency is one of the key FOM to describe the performance of a modu-
lator. Two definitions are currently used in the literature, whether the modulator is based on
electro-absorption or electro-refraction effects. In the first case, the variation of the absorption
between the "on" and the "off" states normalized by the "on" state absorption (we consider the
"on" state to be the one of minimal absorption) is used.

ηeff = αoff − αon

αon
(4.5)

In the case of an electro-refraction modulator, the modulation efficiency is rather defined
as the ability of a modulator to produce a specific phase shift for a given bias and length. It
is generally expressed as the product between the bias Vπ and length Lπ necessary to obtain a
phase shift equal to π at the applied bias Vπ:

VπLπ = Vπ
λ

2∆neff (Vπ) (4.6)

where ∆neff (Vπ) is the optical mode effective index variation at the bias Vπ (with respect to a
zero-bias or a reference bias).

The optical losses depend on the active region intrinsic optical performance, but also on
its implementation in a photonic integrated platform in terms of fabrication quality and device
geometry. Concerning the active region, optical losses are directly linked to the absorption co-
efficient αeff of the optical mode that propagates across the structure, they are due to material
absorption in the different materials such as free-carrier absorption or other absorption mecha-
nisms. On the other hand, the fabrication process can introduce scattering losses associated to
the sidewall roughness of the waveguide. Access waveguide injection, transitions, and bending
sections (that have already been described in chapter 3 are related to the particular geometry
of the component, and the architecture of the photonic circuit. All the optical losses can be
generally regrouped into a single term indicated as "insertion loss", which is defined as the overall
transmission of the modulator when it operates in its "on" state, and is given in dB (one can
define an insertion loss for all specific constituent of a complex photonic circuit, i.e. modulator,
passive waveguide combiner etc..., or for the whole assembled component, i.e. a Mach-Zehnder
modulator for example.) :

IL = 10log
(
Pout

Pin

)
(4.7)
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The extinction ratio is similar in its definition to the above insertion loss, except that the
ratio of the output power between the "on" and the "off" state is used :

ER = 10log
(
Pon

Poff

)
(4.8)

It describes the ability of an electro-absorption modulator to produce well-defined intensity levels
to encode the information.

The electro-optical bandwidth describes the ability of the modulator to transmit data at
a given rate. This bandwidth is influenced by the characteristic dynamic properties of the active
region, and by the device geometry as well. One example of the former can be the intrinsic time of
the physical effect exploited to perform the optical modulation (for example, the recombination
time of minority carriers in a P-N junction). The access time of the electrical signal through the
electrical contacts, usually described as a geometrical R-C filter, is mostly linked to the device
geometry.

The electro-optical bandwidth of a modulator can also be greatly impacted by impedance
mismatch between the co-propagating electrical and optical signals. This effect can be detri-
mental as the modulator dimension approaches that of the RF wavelength, and specific RF lines
must be carefully designed in that case. Travelling wave electrodes are a great way to cope with
these co-propagation effects at the cost of an added complexity [23].

We also can cite the impact of photon lifetime in modulators using resonant effects, that
could limit the bandwidth.

The energy consumption is the last FOM that we present here. This FOM is estimated by
considering the dissipated energy per bit, when used with two levels encoding (OOK or BPSK).
In a simplified picture, where the modulator is seen as a capacitor which is charged or discharged
when changing the bit, the energy consumption can be written as :

E = 1
4C(Vdd)2 (4.9)

where Vdd is the supply voltage and the modulator is driven in-between a 0V and Vdd bias
[179]. In practice this energy has to be measured or be adapted to the actually used modulator
technologies and driving circuit.

2.2 State of the art of electro-optical modulators

Until now, the research on electro-optical modulators has been mostly focused on the SWIR
wavelengths. The development of high-performance and telecom-grade components in the SWIR
domain has been especially motivated by the evolution of optical communications on one hand,
driven by the increasingly higher needs for high-speed telecommunications, and the progress of
photonic integrated circuits on the other hand, pushed by the increased demand of miniatur-
ization to cope with low fabrication costs and high-energy efficiency. Contrarily to the SWIR,
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to the best of our knowledge, there has not been any reported integrated waveguide modulator
operating in the LWIR spectral band so far. Therefore, we will present a non-exhaustive state
of the art of recently reported performances obtained in the SWIR, that will set the tone, and
be the ultimate goal for future LWIR photonic circuits. Detailed review of pre-2015 results can
be found in [180] and more recently in [181] for the MWIR spectral band.

2.2.1 SWIR optical modulators

In the SWIR spectral band, most of the electro-optical modulators employed in telecom systems
are based on the plasma effect (in PN, PIN, or capacitive junctions) or the quantum confined
Stark effect for commercial application. Those are indeed technologically mature, often CMOS
compatible, and therefore attract a lot of interest for commercial applications. Devices based
on carrier injection (PIN junctions, for example) have been shown to be mostly limited by the
minority carrier lifetime across the junction, and their electro-optical bandwidth is thus typically
limited to the GHz range without using electrical signal pre-processing [168]. On the other
hand, modulators based on the plasma effect are mostly using the depletion of PN junctions, or
accumulation (or desertion) effect in capacitive junctions, which are reasonably fast phenomena,
compatible with high-speed applications. Indeed, components based on carrier depletion show
electro-optical bandwidth from 30 to 60 GHz with VπLπ ranging from 1 to 3 V.cm in carrier
depletion modulators [182]. Slightly lower frequency bandwidth, from 10 to 40 GHz, have been
reported for capacitive junction modulators, but those values have been obtained for a much
lower VπLπ ≈ 0.05 V.cm [183, 184, 185].

More recently, modulators based on Pockels effect in lithium-niobate or other electro-optical
materials, has shown promising performances when coupled to travelling wave electrodes. Electro-
optical bandwidth up to 70 GHz with low insertion losses of 0.2 dB and VπLπ around 2 V.cm
have been demonstrated [186]. When using plasmonic structures, those performances can be
further pushed, up to electro-optical bandwidth above 170 GHz and VπLπ as low as 0.45 V.cm,
as reported in [187]. In general, the recent trend for compactness and energy efficiency has
pushed the scientific community towards the development of plasmonic modulators [180], in or-
der to benefit from the significantly stronger light-matter interaction provided by the plasmonic
architecture.

2.2.2 MWIR and LWIR optical modulators

Moving toward higher wavelengths, very few demonstrations of optical modulators in waveguide
integrated geometry have been reported so far. Contrarily to the LWIR spectral band, where
reports on electro-optic modulators are very scarce, in the MWIR, there has been a growing
interest in the past few years, with a rising number of demonstrations concerning modulators
based on carrier depletion, injection, quantum confined Stark effect, or Pockels effect in lithium
niobate platform.

Electro-absorption modulators based on quantum confined Stark effect have struggled to
reach the gigahertz landscape in the LWIR, and even lower bandwidth have been reported for
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MWIR based devices employing the same approach [181]. It is worth noticing, however, that
a very recent published work has theoretically discussed the possibility to achieve potentially
much higher performances, with 60 GHz electro-optical bandwidth for 12 Vpp and insertion
losses below 2.5 dB, for SiGe-based modulators operating in the LWIR [188].

Lithium-niobate modulators in the MWIR spectral band are rarely operating at bandwidth
exceeding 10 GHz, with driving voltages above 10V and VπLπ above 3V.

Several studies have been reported using hybrid plasmonic waveguides in combination with
graphene, but in the related works, their operating frequency bandwidth is rarely indicated
and the very few reported values are not exceeding 10 MHz, which reveals their early stage of
technological maturity [181].

Finally, a few demonstrations of capacitive modulators on the SiGe platform have been
reported, that worked both in the LWIR and MWIR domains, but their performance was limited
to the GHz range and low extinction ratio (around a dB) for a strong applied bias (around 8V)
[189, 190].

A few other reported work in the LWIR optical window also showed promising results in non-
integrated non-waveguide geometries, but nevertheless worth mentioning. Making advantage of
polariton splitting in a reflective modulator, a modulation contrast between 20% and 30% with
a -3dB electro-optical bandwidth around 750 MHz has been reported in [191]. Very recently, a
LWIR modulator based on inter-subband Stark effect in asymmetrical coupled quantum wells,
has been reported [192, 193]. The authors achieved a frequency cut-off on the order of 5 GHz,
with an almost 3 dB modulation depth. The phase modulation, on the other hand, appeared
small for the moment and limited to 5◦ for an applied bias excursion of 7V . Similarly, a phase
modulation of about 60◦ has been reported using similar meta-surfaces and coupled quantum
well structures for a 6 volts bias excursion [194].

3 Integration strategy

Prior to focusing on the design and fabrication of the devices, one has to consider all the
constraints due to the particular integration strategy chosen to combine all the components
constituting the emitter (QCL, modulator and amplifier), and receiver (QCL, QCD, amplifier,
and beam combiner) PICs of an integrated platform. Many integration strategies have been
developed throughout the years, consisting in either fabricating all optical active and passive
functions on the same wafer, or on discrete ones that are then assembled on a shared submount
[195, 196, 197]. We here focus only on the emitter part, as this is the topic of this chapter, the
receiver part being discussed in chapter 5.

The first possibility would be the heterogeneous integration, that involves the combination
of components based on different material technologies in a common single photonic integrated
circuit. This heterogeneous strategy consists for example in fabricating the active devices on the
III-V (active) material, while the passive functions across the chip (routing for example) would
be realized by using SiGe waveguides, that are compatible with MWIR and LWIR wavelengths
[198]. This approach benefits from considerable advances in fabrication maturity of the SiGe
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platform, which can reach very low propagation losses in the mid infrared wavelength, compared
to other material systems, as discussed in chapter 3. The whole III-V active material can then be
reported on the pre-processed Si/SiGe waveguides by molecular bonding [199]. The processing
of the active components can be done right after. This method is convenient for the collective
fabrication of a large quantity of similar active components, the entire active structure being
deposited on all the hosting passive substrate. Despite these advantages, this method is hardly
suitable in the case of the integration of a Stark modulator and a QCL on the same platform.
Their active region being significantly different, it needs to be grown separately (for an external
modulator at least, see [175] for an example of direct modulation with QCL and Asymmetrical
Coupled Quantum Wells (ACQW)).

Another close solution to this is to grow the active components individually, and then to
report them on the processed Si-SiGe hosting substrate with the so-called die-to-wafer bonding
technique, before processing them. This strategy allows the integration of different active struc-
tures onto the same passive platform [200, 201]. These two methods of heterogeneous integration
are illustrated in Figure 4.2.

Processed wafer
(SiGe for example) 

Active structure wafer
(III-V for example)

Full wafer bonding

Substrate
removal

Full process
of active structure

e.g. III-V active Laserstructure 
on SiGe passive waveguide

(a)

Processed wafer
(SiGe for example) 

Active structures die
(e.g. III-V laser and modulator)

die bonding

Substrate
removal

Full process
of active structures

e.g. III-V active Laser and modulator
structures on SiGe passive waveguides

(b)

Figure 4.2: Two methods of hetero-integration process. a) Whole wafer bonding and b) die
bonding of different active structures.

The second possibility is the homogeneous integration of active and passive components on
the InP substrate. In that approach, the active waveguide structure (QCL, modulator and am-
plifier) can be grown on a passive waveguide structure during the same epitaxial growth. The
optical coupling between active and passive waveguides is performed vertically by evanescent
coupling and/or by adiabatically tapered sections. Both approaches have advantages and draw-
backs, as discussed in [20]. Typical evanescent transitions from the upper to lower waveguide
(and vice et versa) need a transition length of about 100 µm or more, this could considerably
limit the electro-optical bandwidth of the modulator and the overall footprint, since it would
require excessively long components (more than 200 µm long).

Alternatively, the homogeneous integration can be performed by successive localized growth
(selective area growth or butt joint regrowth) of active and passive structures. The difficulty of
such an approach lies in the diverse contamination from the etching and dielectric deposition
steps that can have a detrimental effect on the quality of the epitaxial process, translating
into fabrication-related issues and/or poor device performance [202]. Moreover, regrowth of
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thin quantum wells, such as the ones employed in the active region of QCLs and QCDs, is
challenging and still lacks of technological maturity. Homogeneous integration is schematically
presented in Figure 4.3, in the practical case of a laser integrated onto a passive waveguide, with
the vertical coupling obtained through the tapered section.

InP Substrate

Laser active region

InGaAs passive waveguide core

Laser waveguide top cladding and contact

Laser active region
Tapered

transition

Passive waveguide

(a)

30 µm

(b)

Figure 4.3: a) Homogeneous integration of a laser and a passive waveguide in the InGaAs/InP
platform. b) SEM picture of such a tapered device, taken from [20]

The approach retained in this work has been significantly dictated by the integration con-
straints defined in the framework of the collaborative European H2020 cFLOW project1, to
which this thesis work was largely associated. The fabrication process of the QCL emitter
(which was led by mirSens2, a partner of the cFLOW consortium) was already set up, so it
largely defined the layout and integration approach for the other two components forming the
emitter PIC. Therefore, the integration strategy retained was to process all the components
individually, cleave them into discrete chips, and then assemble them on a common electrical
submount in an epi-down configuration. This integration method, which in the cFLOW project
was led by CSEM3, is also referred to as hybrid integration in the literature.

The emitter design for this first generation of PIC is composed of individually cleaved chips
for the QCL, the phase/amplitude modulator, and the optical amplifier, which are assembled
in a butt-joint configuration as illustrated in Figure 4.4a. To that end, the processed individual
components have different metallic layer thickness for the top gold contact, to be able to com-
pensate for the different height of the components and thus align the three waveguide active
regions. Those are then flip-chip bonded on an AlN carrier submount, chosen for its thermal and
RF properties, with the electrical access and RF lines. The different gold thicknesses deposited
on the active components, allow the formation of different eutectics with the AuSn solder on the
submount, making possible to heat the individual chip to different temperature for the bonding
while not remelting the other, the highest bonding temperature being used on the first bonded
chip.

This method considerably relaxes the constraints on the processing side, the design of all
active and possibly passive components can thus be optimized as would be the case for a homoge-

1https://cflow-project.eu/
2https://mirsense.com/
3https://www.csem.ch/
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neous integration strategy. On the other hand, the heterogeneous butt-joint approach requires a
compatible waveguide design for the vertical alignment of components (z-axis), a well planar top
structure, and precise gold thicknesses of their top contacts. A precise horizontal (x and z-axis)
positioning of the different chips is also required. A tolerance analysis, performed by CSEM
on the alignment, showed that a spacing lower than 5 µm should ensure a coupling efficiency
between the individual components greater than 50%. A variation of ±2µm on the lateral and
vertical alignment would produce respectively 10% and 20% more coupling losses, showing the
challenges of this integration method.

DFB QCL SOAModulator

Au - AuSn Au - AuSn Au - AuSn

SUBMOUNT

Figure 4.4: cFLOW emitter PIC integration strategy : (top) Epi-down, flip-chip, butt-joint
integration onto an AlN submount performed by the CSEM, a partner of the cflow project, with
the modulator designed and fabricated in this work. (bottom) Schematic lateral view of the
emitter assembly. Credits for the picture go to CSEM.

In the next part, we will discuss some additional constraints induced by this heterogeneous
integration scheme, both on the design of components and on their fabrication process.

4 Waveguide Stark phase modulator in the LWIR

At the beginning of this thesis, the ultimate goal was to design modulators showing high perfor-
mance. For this, an approach based on an active region consisting of a high number of ACQW
with a high doping level was initially investigated, which inherently results in a highly absorbing
waveguide structure. As we will see later on, this is not an issue for the modulator section itself,
since its optimal length is relatively short, and the resulting net absorption through its length is
reasonable. On the other hand, a relatively thick and highly absorbing structure also means that
"passive waveguide" sections from the same platform used for beam routing and guiding, have
intrinsically high absorption losses two, unless low absorption passive waveguide structures are
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used. This also set a challenge for the development of the integrated Stark modulator, indepen-
dently of the chosen layout (whether it is a straight waveguide, a Mach-Zehnder configuration or
a more complex photonic circuit such as the one presented in Figure 2.4 emitter), and underline
the necessity to use low-loss passive waveguide structures with the high absorption modulator
waveguide sections.

Initially, the process flow of the modulator was planned as follows :

• High-performance modulator structures fabricated from a single Molecular Beam Epitaxy
(MBE)+MOCVD growth.

• Butt joint regrowth of thick undoped passive waveguides from InGaAs/InP (eventually
employing iron doped InP).

• Use of semi-insulating substrate (iron doped InP) for enhanced RF compatibility.

That ambitious program supposed that previous development bottlenecks associated to the
use of butt-joint regrowth of thick low-loss passive waveguide structures, and the dry etching
of structures grown on semi-insulating substrates, to be available and reliable before the design
and processing of the waveguide modulators. Unfortunately, those two building-blocks (whose
development was not the topic of this thesis work), were still not available before the beginning
of the thesis, nor have they in the time-frame of this work. Therefore, trade-offs on the design of
components were made to cope with the technological constraints related to having high-losses
passive waveguide sections, and to be compatible with the future generations of components
based on the two above-mentioned building blocks (butt joint regrowth of passive waveguides
and semi-insulating substrate processing).

These trade-offs and design adjustments also resulted in unforeseen difficulties that translated
into a considerable accumulation of delay in the fabrication of the components, which also had
a severe impact on the final characterization activity of the devices. For these reasons, in
this chapter extensive discussion of the characterization results of the modulators and their
performance, as is would ideally have been, will not be possible. Despite that, we will still
present how we adapted the layout designs in the case of the current lossy waveguide structures,
while ensuring that the characterization of components would still be possible with reasonable
efforts. We will also discuss how each layout, designed for a precise and dedicated measurement,
could be used to extract the full optoelectronic characteristics of the modulators. The task of
in-deep and fully characterization of the devices will then hopefully be pursuit by the successors
of this work.

4.1 Optical design and expected performance

In this first section, we will present the design of a waveguide modulator operating in electro-
refraction mode in the LWIR (λ = 9.1 µm). The design can be decomposed in two steps.
The first one is the design of the modulator active region, that is composed of a repetition
of N periods of ACQW, which are placed in the core of an InP/InGaAs/InP waveguide and
are illustrated in Figure 4.5a with the hereafter used notations. The optimization of the active
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region is performed using the home-made anisotropic planar mode solver and Schrödinger-Poison
band structure and electronic transport solver, whose theoretical background has already been
discussed in chapter 2. Further informations on the latter can also be found in references [68,
69].

For the preliminary design of the modulator, we used a vertical waveguide structure that is
summarized in Table 4.1. As previously mentioned, their top cladding and core layer thickness
were matched to the ones of the QCL designed by another partner, to minimize the butt-
coupling losses. The optical index of materials used in the simulations are the ones presented
in [48] for InGaAs and AlInAs. For gold, we used the data reported by Palik et al. from [44],
while for InP we used the model from Bi et al. [52], to which we added an additional Drude
contribution calculated from values reported in [54], to account for the doping effect. The inter-
subband contribution to the dielectric constant is calculated by the Schrödinger-Poisson solver
(see Equation 2.43) and applied to the large quantum well Lthick (with a re-normalization of
the plasma frequency by a factor Leff/Lthick to account for the difference between the well
dimension used in optical simulations, and the dipolar moment effective length of the inter-
subband transition). The different degrees of freedom used in the design of the ACQW active
region are the wells thickness, Lthick and Lthin, the barrier thickness Lbar, the separation between
two ACQW periods Lsep and the doping concentration n2D in the larger well. Those parameters
are schematically indicated in Figure 4.5.

Material Dop. [cm-3] Thick. [nm] Repetition

Au - ∞ Top contact
InGaAs 2×1019 100 Ohmic contact

InP 1×1017 2700 Top cladding
InP 2×1016 1200 Top cladding

InGaAs 6×1016

2500
Core

ACQW - N
InGaAs 6×1016 Core

InP 1×1017 ∞ Substrate

Material Dop. [cm-3] Thick. [nm]

ACQW

AlInAs nid Lsep/2
InGaAs nid Lthin

AlInAs nid Lbar

InGaAs n2DLthick Lthick

AlInAs nid Lsep/2

Table 4.1: Vertical structure of the waveguide used in the simulations.

We have therefore a total of six parameters in our design (namely N, Lsep, Lthin, Lbar, Lthick

, n2D). Some of them might have a second order impact on the device performance and are only
adding complexity for the design optimization. The separation between two successive periods,
Lsep, is there mostly to decouple two adjacent ACQWs, and we chose to fix it to a value of 20
nm, which is largely sufficient to avoid any significant coupling between the different periods.
The thickness of the large quantum well will mostly impact the first and third confined energy
level position while the thickness of the thin well mostly dictates the position of the second
confined energy level. Therefore, we also decided to fix the large well thickness to Lthick = 52Å.
This value ensures that the first energy level is located deep enough, so that the second confined
level can stay sufficiently far from the continuum of states, even under a strong applied bias.
Moreover, such a choice ensures a highly resistive structure as well. That leaves us with 4
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n2D n2D

(a)

Amplitude
modulation

Phase
modulation

(b)

Figure 4.5: a) Two periods of asymmetrical coupled quantum wells with their geometrical pa-
rameters and doping. The optical transition of interest, which takes place between the two first
confined states, located in the adjacent wells of the system, is represented by the vertical red ar-
row. b) Typical Drude-Lorentz contribution to the dielectric constant due to the inter-subband
transition in the ACQW, as a function of the applied bias on the structure.

parameters to optimize : N, Lthin, Lbar and n2D. In our design process, simulations have been
automatized to scan the whole phase space and find the parameters values that optimize the
modulator performance, within the following boundaries :

- N taking values between 1 and 25 periods

- Lthin ranging from 24 to 27 Å, for an inter-subband transition close to the selected target
wavelength of 9.1 µm (EISB ≈ 136 mev). Its value mostly impacts the energy of the
inter-subband transition.

- Lbar ranging from 10 to 14 Å. Its value mostly affects the tunability of the inter-subband
transition with an applied bias.

- n2D taking values between 1.5×1011 and 2×1012 cm-2. Its value mostly impacts the real
and imaginary index modulation strength.

As our goal is to design of a phase modulator, in principle without any net modulation
of the absorption (i.e. of the imaginary part of the effective index), we tried to select the
above mentioned values so that the modulation will be performed between biases V0, and V1 on
both sides of the Lorentzian like absorption peak (which is almost symmetrical). That way the
amplitude modulation between the two selected biases will be kept minimal, while at the same
time the phase modulation associated to the real part of the effective index variation will be
maximal, maximizing the modulator performances as presented in Figure 4.5b.

To quantify the simulated modulator’s performance and select an optimal design among all
of them, we defined the following FOM, which we maximized for a couple of bias (V0 and V1
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being defined in Figure 4.5b) through numerical simulations :

FOM = fRC
min(T (V0), T (V1))
1 + |T (V0) − T (V1)| (4.10)

That FOM (Equation 4.10) is optimized by maximizing the minimal transmission between V0

and V1 (maximizing the minimum between the two is maximizing both of them), minimizing the
absorption modulation (denominator), and maximizing the electro-optical bandwidth fRC . The
latter is inversely related to the modulator length, which is set to obtain a π phase modulation,
and defined as :

Lπ = λ

2|neff (V0) − neff (V1)| (4.11)

The calculation of the electro-optical bandwidth fRC then comes from the assumption that the
N periods of ACQW inserted between the doped contacts are, in first approximation, acting as
a capacitor with a high shunt resistance. The frequency cut-off is then calculated by considering
the 3dB cut-off of the associated RC low-pass filter, where R ≈ 50Ω is the (perfectly matched)
load impedance of the RF line and C the geometrical capacitance of the ACQW structure
approximated as follows :

fRC = NLper

2πRLπWεrε0
where C = ϵrϵ0

NLper
WLπ (4.12)

where Lper = Lthin + Lthick + Lbar + Lsep is the ACQW period thickness, W is the ridge
waveguide modulator width (we set W=8 µm for the optimization of the design) and εr is the
relative permittivity of the materials that we use, which we took as constant with a value of
εr = 11.6 in the RF frequency domain. Furthermore, for all the simulations we consider an
inter-subband transition linewidth of 11 meV, non-abrupt interfaces with a sigmoid parameter
σ = 2Å and a non-parabolicity parameter α = 1.11 (see chapter 2 for the description of these
material parameters). At each iteration, the optimal value of V0 and V1 are then retained as the
ones maximizing the FOM expressed by Equation 4.10.

Nominal design, (QWASS 01) : The nominal design for the modulator active region is
indicated as "QWASS 01". For this first design, we set some constraints on the maximum electric
field applied to the modulator, which should be kept below 80 kV/cm in order to limit the risk of
damaging it. Moreover, the peak to peak voltage has been constrained to a 3V excursion range,
as most commercial electrical drivers are typically limited to that range. From all the simulations
with varying doping levels, we retained a doping concentration of n2D = 1 × 1012 cm−2 as the
best compromise between reasonable optical losses and high performance. We stress that this
particular doping level is relatively high, and falls at the extreme limit of validity of the model
used to perform the simulations. Selecting a higher doping concentration were therefore deemed
too much of a risk, since we would have expected severe deviation from the modelled device
performance, on one hand, increased optical losses and reduced the device resistivity on the
other hand. For lower doping levels, the model shows that the performance sharply decreases :
for a doping level that is 50% lower, the FOM declines by 30%. This is mostly due to a reduction
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of the fRC , which is directly linked to the doping of the active region. The simulations of the
performances for different variations of the parameters at n2D = 1 × 1012 cm−2 are presented in
Figure 4.6.

Dimensions in angstrom

Figure 4.6: Simulated performance of a planar waveguide modulator integrating N periods of
ACQW doped at n2D = 1 × 1012 cm−2 in the middle of the waveguide core, at a wavelength of
9.1 µm. Constraints on the applied electric field below (<80kV/cm) and on the peak-to-peak
driving voltage (Vpp < 3V ) have been considered. The retained biasing point V0 and V1 values
are the ones maximizing the FOM with those constraints and defines the overall performances.
The retained design (QWASS 01) is indicated by the red circle. From left to right, and top
to bottom : minimal transmission at working bias V0 or V1, estimated cut-off bandwidth fRC ,
Transmission of the modulator section at 0V, Length of the modulator section and FOM (in
arbitrary unit).

It is worth noting that, the higher the number of periods, the shorter the necessary length to
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reach a π phase shift. Indeed, as the modulation effect can be expressed through the overlap of
the optical mode with the ACQW active region (as defined by Equation 2.28), it is possible to
show that the effective permittivity of the optical mode evolves, in a first order approximation
for a fully TM polarized field, as [41] :

δεeff (V ) ≈ NΓT Mz
p ∆εz(V ) (4.13)

where ΓT M
p is the overlap integral of the field with one period of ACQW defined in Equation 2.28,

which is assumed to be constant with the bias V , and ∆εz(V ) is the complex dielectric constant
of the ACQW in the growth direction at the bias V , which is roughly proportional to the doping
of those (see Equation 2.43). We can further show that :

Lπ ≈ λn0
NΓT Mz

p ∆εz(V ) (4.14)

Here n0 is the effective optical mode refractive index (real part only) in the absence of inter-
subband transition, or equivalently for N=0 ACQW period. This dependence of Lπ as 1

N also
explains the parabolic dependence of fRC as a function of the number of active periods N, as
shown in Figure 4.6. The apparent saturation of the FOM (bottom left graph) comes from
the limitation imposed by Vpp < 3V of the present design. This constraint considerably limit
the accessible electric field excursion from the inter-subband transition position with increasing
period number N. The transient regime in the first plot explains as, at a low number of periods,
one can modulate sufficiently far from the inter-subband peak position (small V0 and V1 are
corresponding to large electric field, far from the inter-subband transition) to get the best per-
formance, and low absorption modulation. At some point when increasing the number of period
N, the accessible electric field excursion decreases, (V0, V1 excursion is still limited to 3V, but the
corresponding electric field excursion on a ACQW period is smaller). The optimal modulation
biases are in that case found at the bound of the limited 3V excursion, thus the linear decrease
in the transmission with the number of period. As the corresponding applied electric field on a
period is inversely proportional to N, the inter-subband transition tunability within the limit of
Vpp = 3V is two, and this results in optimum biases found closer to the inter-subband transition.
Therefore, a higher absorption with increasing N is found in that limit. This decrease of the
transmission is firstly compensated by the sharp increase in the frequency cut-off, and the FOM
still continue to rise, until it is no more the case, and it slowly starts to decrease. To give a
simplified picture, increasing N is equivalent to shrinking the x-axis values in Figure 4.5 without
shrinking the curves, and keeping a voltage excursion Vpp of 3V.

Moreover, one can see 3 distinct sets of curves in the fRC graph that correspond to the three
different values of the barrier width. This illustrates the reduction of the oscillator strength
(ergo the plasma frequency) of the inter-subband transition with an increased barrier thickness,
longer components are then needed for a same phase modulation, thus the fRC reduction.

From all the different designs that have been simulated, we selected the one ensuring a good
compromise between our requirements on the minimal bandwidth of the components (fRC >
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20GHz) and a reasonable value for the transmission in the modulator section (T > −12dB).
The simulated performances of the retained design are summarized here :

- Lthick = 52Å, Lthin = 26Å, Lbar = 14Å, n2D = 1 × 1012cm−2 in the large well.

- N = 21 periods

- f3dB ≈ 32 GHz

- transmission at the operating (optimal) biases, through the modulator section : -11 dB

- Lπ ≈ 70 µm

- transmission at 0V : -210 dB/mm

Given the particular configuration of the device, and the relatively short length of the active
(modulating) section, the latter has been inserted between two passive waveguide sections, whose
role is to ensure the routing of the optical signal towards and from the modulating section, as
will be shown in the following parts. As we estimate to be able to cleave chips as short as 300
µm with a good facet quality, a 230 µm long passive waveguide section would have to be added
to the modulator waveguide. Ideally, this section should be made of undoped semiconductor
layers, in order to limit the optical losses associated with the passive waveguide. However, since
no butt-joint regrowth were available at the moment of this work, we decided to use the same
vertical structure as the one employed for the active (modulating) section, with its associated
optical losses. To palliate for these additional (unwanted) optical losses, we have planned to
independently bias the passive waveguide sections with respect to the active waveguide section,
in order to deplete them and hence decrease their absorption losses (see Figure 4.5b for a high
applied DC voltage VDC , the losses are reduced as the inter-subband transition is detuned
regarding the targeted wavelength). Since the overall optical losses are expected to be quite
high, an alternative design was made with a lower doping level and a detuned inter-subband
transition at zero-bias. This was done to lower the risk of having a non-functioning device
due to a shift from the design (especially concerning the doping level, a higher doping could
lead to low resistivity and limit the accessible bias range to the device without burning it) or a
non-measurable one due to too high absorption, and further relaxing the constraint on Vpp < 3V .

Alternative design (QWASS 02) : As said, the main objective of this second design is
to avoid the need of biasing the otherwise heavily absorbing passive waveguide sections of the
QWASS 01 design. To achieve this, the inter-subband resonant transition has to be sufficiently
shifted from the target wavelength so that at zero applied bias its absorption in the structure
is lowered, and the doping of the layers composing the ACQW reduced, to further limit the
inter-subband absorption. We chose for that design a doping of n2D = 2.6 × 1011 cm−2 in the
large 52Å well. The above design process is repeated with the constraints of a maximum applied
electric field lower than 80 kV/cm and a transmission greater than -50 dB/mm at 0V (which,
for a 300 µm long component, translates into an overall transmission greater than -15 dB).
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Dimensions in angstrom

T(0V)<-50 dB/mm

Figure 4.7: Simulated performance of a planar waveguide modulator integrating N periods of
ACQW doped at n2D = 2.6×1011 cm−2 in the middle of the waveguide core, at a wavelength of
9.1 µm. Constraints on the applied electric field (<80kV/cm) and on the transmission at zero-
bias (T (0V ) > −50dB/mm) have been applied. The retained biasing point V0 and V1 values are
the ones maximizing the FOM with those constraints and defines the overall performances. The
retained design is circled in red. From left to right, top to bottom : minimal transmission at
working bias V0 or V1, estimated cut-off bandwidth fRC , Transmission of the modulator section
at 0V, Length of the modulator section and FOM (in arbitrary units).
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The limitation of Vpp < 3V has been relaxed in this design, therefore stronger bias excursion
is possible (within the 80kV/cm limit). This implies a FOM driven by the quadratic increase of
fRC with N, as the minimal transmission at working bias becomes flat rapidly with increasing
N, as shown in Figure 4.7 top left graph. Indeed, the optimum biases for the phase modulation
are always accessible within this constraint. In conclusion, we chose a trade-off between a higher
cut-off bandwidth fRC and reasonable losses at 0V for this alternative QWASS 02 design :

- Lthick = 52Å, Lthin = 24Å, Lbar = 12Å, n2D = 2.6 × 1011cm−2 in the large well.

- N = 25 periods

- f3dB ≈ 15 GHz

- transmission at the operating (optimal) biases through the modulator section : -11 dB

- Lπ ≈ 190 µm

- transmission at 0V : -41 dB/mm

This concludes the design of the vertical structure that is the active core of our waveguide
phase modulator.

2D geometric design of the waveguide : This second step in the design allows defining
the lateral structure of the modulator waveguide. In order to choose the optimal width of the
waveguide such that it ensures a truly single-mode operation, we injected the simulated optical
index of the above designed ACQW into a commercial 2-dimensional mode solver (Fimmwave,
FMM mode solver). For that aim, the deep ridge waveguide geometry has been chosen since
it maximizes the optical field confinement and facilitates the next step of integration with the
QCL source. This design step is therefore essential as it sets the basis for the right choice of the
waveguide dimensions. To that end, we simulated the effective index of a ridge waveguide whose
vertical structure is the one from Table 4.1 with the QWASS 01 design, as it is the one with the
stronger effective index modulation. The result of this simulation is presented in Figure 4.8.

From those simulations, we selected three waveguide width w to be fabricated. The ones with
width w = 6µm and w = 8µm have been selected to ensure single-mode operation independently
of the applied bias. The third wider waveguide with w = 12µm, despite its bi-modal behaviour,
can simplify the alignment during the flip-chip integration process, and improve the optical
coupling through the modulator if needed. The simulated modulation characteristics of the two
designs at λ = 9.1µm are presented in Figure 4.9, in the case of the 8 µm wide waveguide design.

The resulting optimal biases and performances obtained from the 2D simulations are summa-
rized in Table 4.2. We stress that the computed performances are slightly modified in compari-
son to the previous planar waveguide simulations, especially in terms of the optical losses that
substantially diminished due to the geometrical waveguide dispersion and the effect of lateral
confinement.

93



Chapter 4. Integrated phase and amplitude modulator for FSOC

4 6 8 10 12 14
width µm

3.02

3.04

3.06

3.08

3.10

3.12

3.14

3.16

3.18

ne
ff

TM00
TM01
TM02

Figure 4.8: Effective index calculation of the first three quasi-TM modes of the ridge waveguide
integrating the QWASS 01 structure for three different biases : V ≈ −2V producing the lowest
effective index (continuous line), V ≈ +2V producing the highest effective index (dotted line),
and at the resonance V ≈ −1V (dashed line).

(a) (b)

Figure 4.9: 2D ridge waveguide simulated characteristics in terms of transmission (red) and
effective index contrast (blue) as a function of the applied bias, for a w = 8 µm wide waveguide
integrating a) the QWASS 01 or b) the QWASS 02 active region
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QWASS_01 QWASS_02

Biases V0 V1 [V] -2.3 and 0.7 V -5.8 and -0.4
Vπ [V] 3 5.4
Lπ [µm] 87 195
fRC [GHz] 27 14

min(T (V0), T (V1)) [dB] -8 -5

Table 4.2: Summary of the simulated performance of the two designed modulators, obtained
from 2D mode simulations, in the case of a waveguide width w = 8µm.

4.1.1 Layouts for the integration of the modulator

The above two optimized designs presented in the previous paragraph are planned to be flip-
chip integrated onto an AlN sub-mount with DC and RF electrical contacts. Moreover, as
previously explained, to ensure high quality cleaved facets while keeping the components as short
as possible (in order to limit the optical losses associated to the passive sections), we selected
a total device length equals to 300 µm. Two improved layouts compatible with high-speed
operation of the devices have therefore been designed. They are composed of a single straight
waveguide (embedding the ACQW) that is separated into two or three electrically isolated
sections. The active section will be connected to the G-S-G4 RF coplanar waveguide on the
sub-mount. The other section(s) will be DC biased in order to shift the inter-subband transition
away and reduce their absorption, therefore acting as passive waveguide sections. These two
layouts are schematically shown in Figure 4.10, with their relevant geometrical dimensions. On
the QWASS 01 layout, the central section is the active modulator section that will be driven by
the RF signal applied through the G-S-G electrode of the sub-mount, while in the QWASS 02
layout, the active region is the bottom section.

4.2 Layouts for the electro-optical characterization of modulators

Prior to the integration of the modulator layout presented in the previous section, their per-
formances should be measured in order to focus the integration work on the most promising
devices. Different layouts have been therefore designed with on-chip electrodes. All layouts
presented below have been designed with an active modulator section of width 6, 8 and 12 µm,
while the passive sections have 6 µm wide waveguides, providing the shortest MMIs, thus the
lowest material absorption losses that are by far the dominant source of losses.

4.2.1 Layouts for absorption measurements

To retrieve the absorption characteristic of the modulator as a function of the applied bias,
multiple measurement methods can be employed, each of them requiring dedicated layouts.
Those have mostly already been discussed in chapter 2 in the case of the characterization of the
dielectric constant of materials.

4G-S-G : Ground-Signal-Ground
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Figure 4.10: Layouts devoted for the flip-chip integration of the modulators onto the AlN RF
submount: a) QWASS 01 layout with three sections (one central active section between two
passive sections) and b) QWASS 02 layout presenting two waveguide sections (one active and
one passive). The corresponding electrodes on the two different submounts are shown, as well
as the top view and the (common) cross-sections of the devices. The main dimensions are also
indicated. a) Bottom image : a SEM image of a fabricated QWASS01 device during the thesis.
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The first method to estimate the absorption losses is based on the measure of the Fabry-
Perot transmission spectrum of a waveguide whose length is accurately known [203, 204]. The
advantage of this method is that it is non-destructive, but requires good knowledge of the
waveguide facet reflectivity, which can be estimated from simulations [204]. The free spectral
range of the transmissivity spectrum is inversely proportional to the length of the waveguide,
and the contrast is linked to the optical losses. This technique is therefore adapted to relatively
short waveguides with rather low losses (around a cm long for losses below 2 dB/cm is possible
[20]). This makes this method hardly compatible to the measurement of our device, whose
absorption is expected to be high.

The second method, very close to the above-mentioned, is based on the simultaneous mea-
surement of both the reflectivity and transmissivity spectrum of the waveguide [205]. The mea-
surement setup is therefore a bit more complicated, but in return allows measuring slightly more
absorbent waveguides ( with losses of the order of 5 dB/cm [20] for centimetre long waveguides).
The knowledge of the facet reflectivity is there again required.

Finally, the third measurement method is the so-called "cut-back" technique [206]. As the
attenuation in a waveguide evolve as :

IL = I0e
−α(V )L (4.15)

where α(V ) is the linear absorption coefficient of the modulator waveguide at a bias V , L its
propagation length and I0 the injected power into the waveguide. The cut-back method thus
consists in measuring the transmission of waveguides of different length. That can be either
the same waveguide, which is successively cleaved shorter and shorter (destructive), or different
waveguides processed to have different lengths (non-destructive) [207]. The advantage of this
method is that one can adapt the length of the waveguide to the expected absorption in order
to get a precise characterization by exploiting the full measurement dynamics offered by the
detector at disposal. Moreover, a good estimation of the injected power into the waveguide is
readily accessible by this method, and the knowledge of the facet reflectivity is not needed. Since
the modulator waveguides are expected to show a high variation of absorption with the applied
bias, this is the method that we retained for the characterization of our devices.

With this aim in mind, we designed "S" shaped waveguides in order to displace the output
waveguides of 600 µm with respect to their input, in order to benefit from an estimated -60
dB attenuation of the stray light (the light that would not be coupled into the waveguide)
impinging on the detector that collects the output signal. The central, straight waveguide
section is 450 µm long and is made of a modulator section of variable length L, electrically
isolated from the others by the "spacer" (an etched trench between waveguide sections). The
other two sections, connected to the "S" bended sections, are biased to decrease their absorption
as much as possible. An illustration of such a layout is presented in Figure 4.11a. The overall
chip for the characterization setup is planned to have a constant length of around 6.5 mm and
width of 1 mm, adapted to a support specifically designed for their characterization. They are
composed of 4 different layouts designed for the absorption measurement with two additional
straight waveguides for alignment purpose. Two version of such chips are made to accommodate

97



Chapter 4. Integrated phase and amplitude modulator for FSOC

for the 6 different active section lengths. The theoretical absorption of the central straight
section versus the applied bias is presented in Figure 4.11b, for an applied electric field equal
to 75 kV/cm (corresponding to ≈ 4.5V ) on the passive sections, decreasing their losses to
approximately 10 dB/mm. The losses in the passive sections could be further lowered if a higher
bias is applied, but the component might be damaged, and we preferred some safety margin to
ensure that the characterization would be possible even in the case of an unwanted shift from
the optimal design, the dopant concentration having a ±10% or more uncertainty in during the
epitaxy).
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Figure 4.11: a) Typical layouts designed for the estimation of the absorption characteristics
of the modulator. Four different layouts with variable modulator lengths are present on a
single characterization dedicated chip, here we show an example with L=300 µm. b) Simulated
absorption of the "S" layout (passive waveguides biased at 75 kV.cm) for devices integrating the
QWASS 01 active region (the more absorbent) as a function of the bias applied on the central
active modulator section for different values of the length L.

The overall absorption characterization is expected to be carried out the following way :

1) The measurement setup is prepared in such a way that the injection and the collection
lenses are aligned on the same axis.

2) The chip is then mounted on a manual 3-axis translation stage, and inserted in between
the two lenses. The chip is initially aligned on the lens axis by employing the straight
waveguide of the chip, to facilitate the procedure. A bias is also applied on the passive
section (the straight waveguide for the alignment is made of one section connected to the
passive bias pad) to limit as much as possible the absorption and maximize the signal at
the detector during the alignment.

3) The chip is then moved to align the input of the first "S" layout with the injection lens
using the micro-metric stage, and the collection lens is moved toward the "S" layout output
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waveguide (600 µm away). Here again, an appropriate bias is applied to the modulator
section to lower the absorption and facilitate the alignment.

4) The characterization of the device is performed for different values of the applied bias
on the modulator section, while the transmitted signal is recorded by an MCT detector.
This method assures an improved signal-to-noise ratio at the detector as most of the stray
light is spatially filtered before reaching it. The biasing of the passive section is itself kept
constant between all measurements for consistency.

5) Once the measurement is finished, the chip is translated laterally to the next "S" shaped
layout. This ensures fast and repeatable measurements, since input and output ports are
now already pre-aligned with respect to the injection and collection lenses.

The comparison of the measured transmission versus the modulator bias for different length
values allows the direct extraction of the absorption change ∆αeff (V ) curve. To this end, 6
different lengths of the central active modulator section have been implemented on the chips.
The 25, 50, 75 and 120 µm long sections should allow a fine characterization of the losses for a
bias close to the resonance (-3 V to +1V for QWASS 01 design, as shown in Figure 4.11b). The
longer sections (300 and 450 µm) are intended to be used for a fine characterization of the rest of
the curve, far from resonance, as a stronger absolute transmission difference is expected for those
two longer components, ensuring a more precise measurement. Then the absolute absorption
losses αeff (V ) can be extracted through a simple system of equations, as the passive sections
are biased equally during all the measurements, thus introducing the same linear absorption.

4.2.2 On chip interferometry for phase measurement

The measurement of the phase shift induced by the modulator section can be performed through
interferometry, to convert a phase difference into a change in field intensity, directly measurable
by a detector. This function can be performed by mean of an external Mach-Zehnder setup
employing discrete optical components, or by its photonic integrated version. This latter version
is the one that we are interested in developing, and that will be described in the following.
Obvious advantages of such integrated version of the Mach-Zehnder are simpler alignment,
improved mechanical stability, reduced footprint, etc... In our case, it requires only the alignment
of the chip with a much simpler measurement setup. A general schematic representation of such
an integrated Mach-Zehnder interferometer and the corresponding practical implementation is
presented in Figure 4.12.

As its name suggests, its operating principle is based on interferometry: a laser beam of
intensity I0 is injected on one side of the Mach-Zehnder (MZ), before being split equally in
two different branches. This splitting function can for instance be realized using a symmetrical
1×2 MMI, as discussed in the previous chapter 3. During its propagation across the upper
branch of length Lup, half of the beam will experience a phase shift equal to 2π

λ n
up
effLup, and

a power attenuation of exp(−αup
effLup). Similar expressions of the phase shift and attenuation

can be written for the beam propagating in the lower branch of the MZ using the notations
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Figure 4.12: a) Schematic representation of an integrated Mach-Zehnder interferometer. b) SEM
picture of a processed Mach-Zehnder interferometer during this thesis.

of Figure 4.12a. It is therefore possible to show that the intensity at the output, in the most
general case described in Figure 4.12, can be written as :

Iout = I0
4

∣∣∣∣∣exp
(

−
αup

eff

2 Lup − j
2π
λ
nup

effLup

)
+ exp

(
−
αlow

eff

2 Llow − j
2π
λ
nlow

effLlow

)∣∣∣∣∣
2

(4.16)

There are two different implementations of MZ found in the literature that can be used to
characterize the phase shift induced by a modulator in the branches : the symmetrical or the
asymmetrical MZ.

The symmetrical MZ has its upper and lower branches of the same length (Lup = Llow = L),
it is therefore possible to simplify Equation 4.16 by regrouping some terms to obtain :

Iout = I0
4 exp

(
−αup

effL
) ∣∣∣∣1 + exp

(
−∆αeff

2 L− j
2π
λ

∆neffL

)∣∣∣∣2 (4.17)

where ∆αeff = αlow
eff − αup

eff and ∆neff = nlow
eff − nup

eff . Whenever used with balanced losses,
such that ∆αeff ≈ 0, this expression further reduces to :

Iout ∝ exp
(
−αup

effL
)
cos2

(
π

λ
∆neffL

)
(4.18)

Therefore, when the optical losses are balanced, it is possible to estimate the induced phase
change between the two branches, and thus ∆neff , for a given applied bias. Since the designed
modulator presents a near symmetrical Lorentzian-shape modulation of the effective index,
one can use this transfer function to its advantage to retrieve the effective index difference
between two different biases, carefully chosen to have the same absorption through the modulator
section. This, of course, requires a preliminary measure of the modulator absorption versus bias
characteristic, in order to locate the position of the Lorentzian peak (and its extension), and to
modulate the symmetrical MZ in a push-pull mode around this DC bias (we apply VDC +Vpp/2
on the upper branch, and VDC − Vpp/2 on the lower). An example of a characteristic curve is
presented in Figure 4.13, simulated in the case of a device integrating the QWASS 02 active
region embedded into an 8 µm wide waveguide. This measure allows to easily determine the
bias difference that produces a π phase shift between both branches. Therefore, it is of great
use to determine the Vπ of the modulator associated to a given length. If different modulator
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lengths in the symmetrical MZ configuration are implemented, one can measure different VπLπ,
and thus paves the curve ∆neff (V ). Alternatively, having previously obtained the αeff (V ),
one can extract the ∆neff (V ) curve from the measurements obtained in push-pull mode using
the expression Equation 4.18. The obtained continuous curve with that latter method, should
match the discrete ones (one point per modulator length) obtained by the above method.
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Figure 4.13: a) Simulated transmission curves of symmetrical MZ at λ= 9.1 µm, for a modulation
in push-pull mode around a DC-bias of -2.8 V. The QWASS_02 modulator design of waveguide
width 8 µm and different length is used in that simulation. b) The retrieved effective index
change from the transmission curve would correspond to the crosses. They well match the
theoretical curves (in continuous lines) for the first resonance.

To illustrate this, we use the QWASS 02 design as an example, whose simulated transmission
curves and performances are shown Figure 4.13. The characterization procedure using the
aforementioned method would follow these steps:

(i) The linear absorption of the modulator is previously measured (with the "S" layouts) with
respect to the bias, which allows locating the bias VDC that ensures the peak of absorption.

(ii) An anti-symmetrical bias VDC + ∆V on the upper branch and VDC − ∆V on the lower
branch is applied to the device (push-pull mode). The transmission of the symmetrical
MZ is then measured.

(iii) Under the assumption that the phase shift induced by a bias ±V bias is symmetric with
respect to VDC , the position of the peaks ±∆Vpeak in the transmission curves then gives
the effective index change ∆neff (VDC ± ∆Vpeak) = ± λ

2L provided that the length of the
modulator section is exactly known (which is the case from the design).

In general, the assumption of a symmetric phase shift with respect to a varying applied
bias is correct close to the resonance (i.e. around VDC). But the further one moves from it,
the less the symmetry of the phase change and absorption with respect to VDC is preserved.
This also means that away from the resonance, the local minima of absorption are shifted away

101



Chapter 4. Integrated phase and amplitude modulator for FSOC

from the actual π phase difference as the approximation ∆αeff ≈ 0 is no more verified. This
is due to the nature of the optical transition in the quantum wells, whose shape is likely to be
distorted under a strong applied electric field that modifies its oscillator strength, making it
slightly asymmetrical with respect to the applied bias. The waveguide geometrical dispersion
induced by the change of optical index can also have an impact, but is expected to be negligible
in comparison to the induced optical index change of the inter-subband transition. Therefore,
we expect this method to work only for high-confined optical modes, whose optical index at VDC

would be far from the cut-off.
Let us remember that the optical losses of our components are expected to be high, dominated

by the inter-subband absorption in the quantum wells. Since the whole MZ structures, including
its MMI and access waveguides, would be made of the same stack of active layers, those would
have to be strongly biased in order to adequately decrease the optical losses and provide a
sufficient dynamics to resolve the features of the transmission curve. As an indication, a bias
of 3V is expected to decrease the propagation losses to approximately 5 dB/mm in the case of
the QWASS 02 design, and around 10 dB/mm for the QWASS 01 design at a 4V bias. The
components devoted for this characterization are made with modulating section lengths of 80,
110, 140, 195, 225, 275, and 330 µm.The device layouts are presented in Appendix C. The MMI
used in the MZ layouts are designed following the procedure described in chapter 3, and 3 length
variations are implemented on the mask. Dedicated layouts for the characterization of the MMI
used in those designs are also implemented on the mask, and planned to be used in order to
select the best MMI design providing the highest transmission and the lowest imbalance at the
optimum DC bias.

The asymmetrical MZ , contrarily to its symmetrical counterpart, allows for the charac-
terization of the whole ∆neff (V ) curve. In this different version of the MZ configuration, the
modulated section has the same length, and the asymmetry is introduced by a different length
∆L of the two passive sections, such as illustrated in Figure 4.14a.

I0 Iout

∆L/2

(a)

200 µm

(b)

Figure 4.14: a) Schematic representation of an integrated asymmetrical Mach-Zehnder inter-
ferometer. b) SEM picture of a processed asymmetrical Mach-Zehnder interferometer with its
access electrodes.
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In such a design, the output intensity would write as :

Iout ∝
[
1 + e−α0∆L−∆αL + 2e− α0

2 ∆L−
∆αeff

2 Lcos

(2π
λ

(n0∆L+ ∆neffL)
)]

(4.19)

where n0 and α0 are the values of the effective refractive index and the absorption in the
passive sections of the MZ. This time the measurement of the transmission spectrum, with
respect to the wavelength will show resonant peaks (where the transmission is minimal), with a
free spectral range (FSR) given by :

λres = 2n0∆L− ∆neffL

2m+ 1 and FSR = λ2
res

ng∆L (4.20)

where m is an integer, ng is the group index in the passive waveguide sections (which can
be obtained from computation). The FSR can also be directly measured on the transmission
spectrum. A shift of the resonance wavelength ∆λ with an applied bias is linked to a phase shift
by the proportionality relation :

∆Φ
2π = ∆λ

FSR
(4.21)

The underlying assumption is that the chromatic variation of the refractive index ∆neff (λ) and
absorption ∆αeff (λ) be small on the wavelength measurement window. This is arguably the
case with a tunable DFB-QCL (commercially available tunability are typically 2 to 3 cm−1 at
9.1 µm), whose tunable widow is about a percent of the inter-subband transition linewidth. An
example of a simulated transmission spectrum as a function of the wavelength, and the extracted
phase variation are reported in Figure 4.15, for the case of an asymmetric MZ.

Contrarily to the previous case of symmetric MZ, the whole ∆neff (V ) curve can be effec-
tively retrieved from transmission measurements. This measure necessitates a high resolution
to resolve the features of the transmission spectrum, together with a fine-tuning of the QCL
wavelength. Although experimentally challenging, this method is more versatile, and in prin-
ciple more precise. It provides access to the whole phase curve, nevertheless it requires more
expensive equipments that were not available at the time of the design and characterization of
the components. Moreover, the characterization with symmetrical MZ would give more precise
values of the phase shift at a few discrete bias difference. Indeed, the determination of the FSR
is expected to be complex as it is close to the measurement wavelength accuracy with the actual
best commercial wavelength meter (the FSR is only about 10 times the resolution). We also
would like to point out that these measurements suppose to be able to measure a variation of
transmission on the order of the percent for transmission already low (down to -15 dB through
the entire device). It is needless to say that even with a high-power laser, this can be quite
challenging in the LWIR domain.

We chose to have two designs implemented on the photolithography mask with ∆L = 1.6mm
and ∆L = 2mm, and with modulating section lengths of 50 and 150 µm, in order to be able
to easily measure both modulator designs. Similarly to the symmetric MZ, we implemented 3
length variants of the MMI, which again can be individually characterized thanks to dedicated
layouts on the chips (see Appendix C for the detailed layouts).
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Figure 4.15: a) Simulated transmission curves of an asymmetrical MZ with an applied bias of
0.58V on the upper branch and 0.58+∆V on the lower branch. A design close to the QWASS_01
modulator with a waveguide width of 8 µm, and modulating section lengths of 50 µm is used, and
with a branch difference of length ∆L = 1.6mm in that simulation. b) The retrieved effective
index variation obtained from the transmission curve is indicated by the crosses. They very well
match the theoretical curves (the continuous blue line) over a large bias excursion. The FSR is
equal to 0.155 µm from the spectrum at 1.6V (closest resonance to 9.1 µm)

4.2.3 Supplementary layouts

RF Coplanar waveguides. At the beginning of this chapter, we stressed that most of the
components for characterization were mostly planned to work under DC bias and not under fast
RF operation. This is due to the fact that for fabrication constraints, we planned to realize
the devices onto a doped InP substrate, and many doped semiconductor layers in the active
region are also present on the epi-structure, which would very likely limit the bandwidth of
the access contacts, unless additional processing steps to decrease their parasitic capacitance
are implemented (i.e. deposition of a thick polymer planarization layer to name one). As the
fabrication of the modulator involves already a sufficiently long and complex processing, those
additional steps were found to increase the complexity too much, especially considering that
the optimized components processed for the flip-chip integration would have access RF coplanar
waveguide on a dedicated sub-mount (see section 3), so it in principle should not experience
such bandwidth limitations. Nevertheless, despite these limitations, we still decided to add an
RF coplanar waveguide line to all the layouts devoted to static electro-optical characterization
purposes, without further processing steps. This will provide some devices with simpler geometry
onto which we could still perform electro-optical bandwidth measurements that will serve as a
reference, and will be compared to the optimized flip-chip integrated ones, as it didn’t imply
more processing steps or added complexity. The RF coplanar waveguides implemented onto
the epi-up devices have been designed following the analytical approach based on conformal
mapping developed by Bedair and Wolff [208]. This model is adapted for the design of coplanar
lines on insulating substrates, which is not the case there. Nevertheless, it provides a quick way
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of designing the line itself. The underlying design process is developed in [208, 11] and we refer
the interested reader to those references.

We designed the line to be a 50 Ω impedance line, even though the modulator itself would
not have that impedance. A specifically designed impedance adaptation stage would be needed
in order to transfer all the RF power to the modulator itself and avoid reflections, but since the
limiting factor to the bandwidth would be expected to be the underlying doped layers, at this
stage of the development we didn’t design one. Moreover, this choice was also justified by the
fact that all these epi-up layouts with on chip electrical access would principally be intended
for static DC characterization purposes, while the epi-down layouts dedicated to high-frequency
electro-optical characterizations have an optimized RF line on a dedicated sub-mount.

Straight waveguide layouts. As an alternative to the "S" shaped layouts for the charac-
terization of the modulator absorption, we designed straight waveguides with an active section
between two passive sections (biased as much as possible to lower their losses). Different vari-
ants of the layout have been implemented: one version with a total length of 500 µm integrating
variables active modulating sections of 25, 50, 75, 120, 190, 200, 250, 300 and 450 µm, and an-
other one with total length of 1000 µm embedding 600, 750 and 900 µm long active modulating
sections. A schematic representation of the chips as well as an SEM image of one component is
shown in Figure 4.16.

These straight waveguides layouts were planned to be employed for a similar purpose as
the "S" bend components (i.e. for the characterization of the linear absorption αeff (V ) curve)
in case the SNR at the output of the component would allow for a meaningful measurement,
as the signal would most likely be buried in a much stronger signal from the uncoupled stray
light. To that aim, it is planned to use a lock-in measurement technique, applying a low fre-
quency and small amplitude RF signal on the central (modulating) section, which is polarized
at different DC bias values VDC , while suppressing the unwanted absorption of the passive
sections by strongly DC biasing them (as discussed earlier in this chapter). The detected
lock-in signal, would then be proportional to the local slope of the modulator transmission
δT (VDC) = dαeff (V )L

dV

∣∣∣
VDC

exp(−αeff (VDC)L), where T is the modulator section transmission
and L the modulator section length. Knowing the length of the modulator, it is possible to
extract the change of the linear absorption versus the applied bias V, ∆αeff (V ) and, by com-
paring the measurements obtained for different active section lengths, to estimate the absolute
value of the absorption. Furthermore, the lock-in technique allows for a better separation of
the output signal from the noise, since the former has necessarily propagated through the active
section (where the modulating RF signal is applied). With such characterization, we are thus
sensitive to the coupled light only, and not to the uncoupled (unwanted) stray light, which is
not modulated. The alignment of the chip with injection and collection lenses should therefore
be facilitated by the simultaneous use of the straight geometry and the lock-in detection.

Symmetrical MZ with 90◦ hybrid. A further supplementary and more complex layout has
been also implemented on the photolithography mask. It is composed of a symmetrical MZ
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(a) (b)

Figure 4.16: a) Two 500 (left) and 1000 µm (right) long chips with different active (modulator)
section lengths. The black box represents the chip dimension once cleaving is realized. b) SEM
picture of a processed straight component during the thesis. A zoom on the vertical structure
(4 µm thick InP top cladding, 2.5 µm thick InGaAs core embedding the asymmetrical coupled
quantum wells) is shown in the top figure (the image has been taken before the passivation step).
The finalized component with the three-section waveguide, the G-S-G coplanar line and passive
pads for biasing are shown in the bottom picture. The (central) active and the passive sections
are highlighted in red and green, respectively.
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coupled to a 2×4 90◦ hybrid MMI. The working principle of this device has been described
in chapter 2 (and will be further more in chapter 5). For the sake of completeness, here we
only recall the basic idea behind the implementation of this particular layout. As can be seen
in Figure 4.17, the two branches of the symmetrical MZ are feeding the two inputs of the 90◦

hybrid MMI. At the output of this MMI should 4 different interferograms be produced (one at
each output), whose intensity will ideally evolve as :

Ij ∝ Iup + Ilow + 2
√
IupIlowcos (∆ϕ+ ϕj) (4.22)

where Iup and Ilow respectively are the optical intensity fed to the upper and to the lower MMI
input, ∆ϕ the phase shift difference induced between the MZ branches and ϕj the 90◦ hybrid
MMI intrinsic phase at output j (which ideally takes the value +90, 0, -180, -90 for the four
outputs respectively). Subtracting the output intensity values in phase opposition (measured
on a camera or on different detectors) would give access to both the in phase and in quadrature
components of the signal, making it possible to extract directly the phase difference introduced
by the modulator integrated in the MZ. As discussed previously, here again the passive sections
(here comprising the 90◦ hybrid MMI), can be biased in order to decrease their absorption to
a minimum value, but also to tune the performance of the 90◦ hybrid MMI. Dedicated layouts
having only the 90◦ hybrid MMI should be characterized first in order to select the optimal bias.

200 µm

Figure 4.17: SEM picture of a device processed during this thesis. A symmetrical MZ is followed
by a 90◦ hybrid MMI. This picture was taken prior to the contacts’ metallization. The black
area is the thick photoresist deposited and patterned before the lift-off step, ergo the blurring
effect on the waveguide edges.

As we have reviewed the different designed layouts dedicated for various characterization
purposes, we can now go further and detail the clean-room process that has been developed in
order to fabricate all these different devices, before discussing their performances. For the more
interested readers, a further detailed presentation of all the designed components and layouts
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present on the photolithography mask is presented in Appendix C.

4.3 Fabrication

In order to illustrate the fabrication process of the devices, all of them being collectively and
simultaneously processed on the same wafer, we will refer to the QWASS 01 layout for integration
presented in Figure 4.10. For the processing of QWASS 02 wafers, minor changes in the layouts
have been made, but those have no significant impact on what will be presented in the following.

The process flow is decomposed in 4 main steps that we will develop one by one in the next
section :

• Active and passive waveguide sections separation.

• Ridge waveguide etching in a double trench geometry

• Waveguide passivation, electrical insulation and contacts opening.

• Contact metallizations

The process is performed on wafers integrating an InGaAs / ACQW waveguide core realized
by MBE on a 2-inch S-doped InP substrate ( n=1×1017 cm-3), onto which an MOCVD InP top
cladding is grown (see Table 4.1).

4.3.1 Active and passive waveguide separation

The first step of the fabrication process is the definition of the spacer which separates the active
and passive waveguide sections. Due to the high aspect ratio of the spacer, (1 µm wide and 7
µm deep), this is one of the most challenging steps of the fabrication process. At first, a 1.2 µm
thick SiN hard mask is deposited on the whole sample using PECVD. This SiN is then patterned
by an RIE CHF3-O2 plasma dry etch using a thick SPR700-1.8 photoresist insulated through
stepper projection photo-lithography. After removing the SPR700 1.8 photoresist, an ICP-RIE
dry etching is used with a Cl2 (10 sccm) CH4 (8 sccm) H2 (4 sccm) plasma at a pressure of 2
mTorr and RIE (ICP) electrical power of 100W (1200W). The samples, were placed on a carrier
kept at 60◦C without thermal paste. These steps are illustrated on Figure 4.18.

4.3.2 Ridge waveguide etching

After having etched the spacer between the active and passive waveguide sections, the same
process is repeated to etch the ridge waveguides to a depth of 7µm, in a double trench geometry.
Those steps are illustrated in Figure 4.19. The thin residual border visible around the previously
etched spacer is resulting from the photoresist and SiN accumulation inside the spacer. It is
mechanically removed at the final metallization step using an ultrasonic bath.
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10 µm

(a)

2 µm

(b)

Figure 4.18: a) SEM pictures of a) the spacer opening on the SiN hard mask after RIE and
photoresist removal, and b) the spacer etched through the waveguide structure after ICP-RIE
and SiN hard mask removal.

1 µm

(a)

10 µm

(b)

Figure 4.19: a) SEM picture of the spacer after the ridge waveguide etching step and SiN mask
removal. b) SEM picture of a QWASS_01 layout for integration after the ridge etching step.
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4.3.3 Waveguide passivation and contacts opening

Once the waveguides have been defined, a thin 100 nm dielectric layer of HfO2 is deposited on
the whole sample using ALD technique. The deposition has been performed at a temperature
of 250◦C, but not plasma-enhanced since it was not available at the time of the process. This
deposition technique as the advantage that the different precursor and reactants gases are in-
jected in the chamber one at a time. The precursor gases will react with the sample surface
until saturation, forming a homogeneous "activated" surface precursor. The reactants injected
in the chamber will afterwards react with the "activated" surface precursor to form the desired
material film until saturation is reached. Those self-limited steps are successively repeated until
the desired film thickness is obtained. The great advantage of ALD is the enhanced homogene-
ity and conformal film layer deposition, which is independent of the sample topography. In our
case, it is particularly interesting because it ensures a uniform covering across both the ridge
waveguides, the bottom trenches and even the spacer sidewalls.

Once the dielectric layer is deposited, the electrical access to the waveguide top contact and
the doped InP substrate are opened using a CHF3 RIE dry etching plasma. A thick SPR220-4.5
photoresist film was used as a mask, in order to effectively cover the waveguides and trenches
sidewalls. A two step stepper lithography with different focus levels and UV doses was then
used, to ensure well-defined openings at both the bottom of the trenches and the top of the
waveguides. Those steps are illustrated in Figure 4.20

20 µm

Photoresist

(a)

20 µm

HfO2

HfO2

InP

InP

InP

(b)

Figure 4.20: SEM picture of a) the opened thick photoresist used for the electric contact opening
through the HfO2 film, and b) the resulting openings through the dielectric film (re-colourised)
on a straight 3 sections waveguide device.

4.3.4 Metallizations

The metallic contacts deposition has been separated in three (very similar) steps, in order to
compensate the height difference between the side and ridge contact layers, and thus match
the requirement of having a planar metallization with an imposed gold thickness for the flip-
chip eutectic bonding on the sub-mount (for more detail, see the component cross-sections on
Figure 4.21). We start with the first layer of the metallization. A Ti/Pt/Au ohmic contact
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(50/75/250 nm in thickness) is deposited on the sides of the components and at the bottom of
the trenches. Then a second Ti/Pt/Au metallization (50/75/300 nm) is deposited on the top
of the waveguides only, compensating for the 100 nm offset due to the HfO2 layer laying under
under the side metallizations. The third and last metallization step is the deposition of a 600
nm thick Au layer, which is needed to perform an efficient eutectic bonding during the next
flip-chip process onto the host RF sub-mount. All these three steps use a lift-off technique with
a thin LOR1A photoresist below a thick SPR220-4.5, which ensures well-defined electrical access
and an easy lift-off, even in the case of tilted sputtered metallization layers. Indeed, the first
two metallizations are done by sputtering at a 45◦ tilt angle of the sample, allowing for proper
coverage on the sample top and sidewalls (with approximately a ratio 1/3 of the thickness on
the sidewalls compared to the top of the wafer). The last metallization is done by evaporation,
as only planar regions are metallized. Due to the non-negligible height difference across all the
topology of the devices, for each metallization step, up to three UV insulations were performed,
with different focus levels and insulating doses, to accurately define the patterns. In particular,
one step for the top level (top waveguide and top sides of the trenches), one step for the bottom
level (bottom of the trenches, 7 µm below) and one for the sidewall transitions where photoresist
is locally thicker due to surface tension effects. Those steps are presented in Figure 4.21.

4.4 Electrical and optical characterizations of devices

The characterization of the multiple presented component layouts, planned to fully characterize
both QWASS 01 and QWASS 02 designed waveguide structures, is an important step to validate
both the design procedure, the models used for the performance prediction and the technological
fabrication process. The components having been finalized at the very end of this work, only the
QWASS 02 structure could be partially characterized. We will present preliminary characteriza-
tions, consisting in the (indirect) estimation of the electro-optical bandwidth of the components,
and in the absorption and phase shift relations with respect to the applied electrical bias.

4.4.1 Electrical characterization

The electrical characterizations performed on the QWASS 02 device are devoted to firstly esti-
mating its resistivity and current characteristic as a function of the applied electrical bias, and
secondly its electro-optical bandwidth measured by means of a microwave rectification technique
[209]. The results of these two measurements are presented in this paragraph.

I(V) characteristic of QWASS 02. The measure of the QWASS 02 I(V) characteristics has
been performed on the straight layout structure (see Figure 4.16) when biasing only the central
section. Those are shown in Figure 4.22, for different values of the active modulating section
length L.

The QWASS 02 components seem to show very similar current densities. The slight asym-
metry of the curves is related to the asymmetry of the band structure of the active region.
Similarly, the resistance decreases exponentially with the applied bias, which reflects the de-
crease of the activation energy linked to the promotion of confined electrons in the quantum

111



Chapter 4. Integrated phase and amplitude modulator for FSOC

20 µm

(a)

20 µm

(b)

100 µm

(c)

2 µm

(d)

Figure 4.21: a) SEM pictures presenting different steps of the final metallization process on
layouts devoted to flip-chip integration: a) first metallization step (sides metallization) are
realized b) second metallization step (the top contact of the waveguide is added). c) Third
metallization step (a supplementary gold layer is deposited on the top of the waveguides and on
the lateral contact pads). d) Zoom of the two metallization layers near the spacer.
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Figure 4.22: a) Measured current densities of different components from the QWASS_02 straight
waveguide configuration of width 8 µm. b) The corresponding component resistance.
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wells to the continuum of free electronic states under bias. Only the shortest component mea-
sured here shows a slightly different behaviour, probably due to a damaged component. Those
characteristics show the overall good quality of the fabrication, the current efficiently passing
through the vertical active structure with negligible leaks. Moreover, the non-linear J(V) (or
equivalently I(V)) characteristic of the components make it possible to use electrical rectification
technique in order to estimate its electro-optical bandwidth [209].

Estimation of the electro-optical bandwidth through microwave rectification tech-
nique The non-linear current versus bias characteristic of the QWASS_02 (and QWASS_01)
component can be written in the form of a Taylor expansion (we neglect the higher than second
order contributions) :

I(V0 + δV ) = I(V0) + ∂I

∂V
δV

∣∣∣∣
V0

+ 1
2
∂2I

∂V 2

∣∣∣∣∣
V0

δV 2 (4.23)

In this expression, V0 is an applied DC bias onto which a small RF modulation signal δV is
superimposed, δV = Vmsin(2πfmt). The time averaged current, from the above expression,
then writes as :

⟨I(V0)⟩ = I(V0) + 1
4
∂2I

∂V 2

∣∣∣∣∣
V0

V 2
m (4.24)

The measure of the second term of this current (the blue highlighted one), called the rectified
current, is possible using a microwave rectification technique. To that aim, the measurement
setup presented in Figure 4.23a, comprising a bias tee, an RF source (a synthesizer) and a DC
source, can be employed. The frequency dependence of the rectified current is directly linked
to the electro-optical frequency performance of the components. This indirect technique, which
gives quite representative results with respect to a direct (optical) characterization, is relatively
easy and fast to implement, and has the great advantage to avoid any challenging optical coupling
of an external QCL source into the device, thus speeding up the device characterization.

The measured rectification current in the case of a QWASS 01 straight device with 200 µm
long active section is presented on Figure 4.23b. The measurements were done around 0.4 V
DC bias for a 5dBm RF injected power, no substantial change in the response was experienced
for lower or higher values of those parameters (between 0 and 7 dBm). We observed a quickly
decreasing response with increased frequency, with a rather low -3 dB cut-off frequency below
100 MHz, that is at least 10 times lower than the ones expected from the design. A measure
of the on chip RF coplanar waveguide in open circuit configuration, which was implemented for
de-embedding the contribution of the coplanar waveguide and retrieve the intrinsic frequency
performance of the device, showed a parasitic capacitance on the order of 11 to 15 pF. This
parasitic capacitance is attributed to the presence of the underlying doped semiconductor layers
below the HfO2 (which is only 100 nm thick), onto which are deposited the RF electrodes. In
order to further verify this hypothesis, the coplanar waveguide of the same device was cut using
a focused ion beam (FIB), down to the substrate (as visible on the bottom SEM picture of
Figure 4.23a., leaving only a 20 µm long planar contact (plus the 50 µm long, at the bottom
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Figure 4.23: a) microwave rectification measurement setup used for the characterization of
QWASS 01 components in straight waveguide configuration. Bottom, a colorised SEM picture
of a component whose coplanar waveguide has been cut using a Focus Ion Beam (FIB). b)
Measured rectified current (normalised to its low frequency value) for a QWASS 01 device
before (blue) and after (orange) the FIB cut of the RF coplanar waveguide

of the trench), which is just enough to place the RF probe on it. The result is a significant
improvement of the -3dB cut-off frequency, which increased from 80 MHz up to 1.4 GHz (and
up to 4.7 GHz if we consider the -10 dB cut-off), which represents a factor 18 nearly, confirming
the limitation introduced by the poor RF coplanar waveguide design.

Again, it is worth mentioning, as previously explained, even though those devices are greatly
limited in their high-speed operation by the coplanar RF electrode, they were mainly meant for
DC characterization, and the limitations of the RF design were known. We stress again the fact
that the components designed for flip-chip integration would have their RF coplanar waveguides
realized on a dedicated RF sub-mount, on which they would be flip-chip bonded, and thus we
expect to obtain significantly improved frequency bandwidth with them.

4.4.2 Optical characterization

To characterize the optical performance of the modulator, we used the optical setup shown
in Figure 4.24, specifically designed and mounted in this work. An external-cavity quantum
cascade laser (MirCat) is used as a tunable source and injected into the waveguide using an
aspherical lens. The output of the waveguide is collimated and focused onto a LWIR camera
(Dataray WinCamD-IR-BB) through a second aspherical lens. The component is placed on a
dedicated support on a triaxial stage, and aligned while biasing the component to 5V to decrease
the absorption associated with the passive sections, at a laser wavelength of 7.5 µm to further
decrease the absorption of the component (which is designed to be maximum around 9.1 µm).
That way, the alignment is facilitated. The measured component is a unique 500 µm long straight
waveguide section (no passive section is present on that component). We followed the procedure
presented in the paragraph subsubsection 4.2.1, unless we used the straight waveguide and
measured only the transmission through that component due to considerable time constraints.

Prior to a measurement, a set of 10 images is recorded with an integrated shutter on the
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As
f=3mm
d=5mm

As
f=12.7mm
d=25mm
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f=100mm
d=25mmECQCL

LWIR Camera
~ 12 µm

~ 11 µm

+

Keithley 2450

DC Passiv.

GND

Figure 4.24: Optical characterization setup used for the measurement of the QWASS 02 absorp-
tion spectra. ECQCL : External Cavity Quantum Cascade Laser, AS : Aspherical lens.

camera. The resulting averaged image is used as a background reference correction in the next
step. Then the shutter is removed and a second set of 10 images is recorded, averaged, and
background corrected for different applied biases. The process is then repeated for several
selected emission wavelength of the ECQCL. A re-alignment procedure is performed on the
component between each measurement to compensate as much as possible for the chromaticity
of the optical elements. The value of the pixels summed on a squared area around the waveguide
output mode profile, is directly proportional to the modulator transmission. The squared area
was taken sufficiently large to contain entirely the output (all the power is integrated). An
example of a measured output field intensity recorded at the camera is shown in Figure 4.25a,
while the retrieved (normalized) transmission is shown on Figure 4.25b .

To extract the absorption characteristic of the component, we fitted the measured data with
a Lorentzian model :

L(V ) = exp

(
A

π

γ

(V − V0)2 + γ2

)
(4.25)

where A is the Lorentzian amplitude, γ its linewidth and V0 the bias at which the curve reaches
its peak. Since the measured data are normalized transmission, and that at some point the signal
reaches the noise floor of the camera, we actually fitted the experimental curves to the tails of
the Lorentzian function, by using the following fitting function and a least-square algorithm:

F (V,A, V0, γ, T lim) =

10log10
(

L(V )
max(L(V ))

)
, if greater than Tlim x ≥ 1

T lim, otherwise
(4.26)

where V is the measurement biases, (A, V0, γ) are fitting parameters, T lim is the noise floor
(that is manually adjusted for each measurement). An example of such a fitted function on
measured data is shown in Figure 4.25b, the other fitted curves are shown in Appendix D. After
this fitting procedure, a set of absorption curves versus the applied bias is obtained, for all
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Figure 4.25: a). Raw output images of the waveguide output (here for a wavelength equal to 9.1
µm). For all the acquired images, the output profile always lies inside the defined square area,
as illustrated by the image. b). The extracted (normalized) transmission of the component, at
λ= 9.1 µm through the 500 µm long waveguide. The fitted Lorentzian model is shown as the
dashed orange line.

the scanned wavelengths ranging from 7.5 to 9.3 µm. Those are shown in Figure 4.26a. The
transmission sharply diminishes to -8 dB/100 µm for λ from 7.5 to 9.3 µm, but not continuously.
This sharp variation with respect to the wavelength underlines the sensitivity of the measurement
and the low robustness of the measurement procedure. This is due to fitting extremely low values
of the output transmission (that partly goes below the camera noise floor for certain values of
the applied biase).

In Figure 4.26b, we can see that the component has a linear shift of its peak absorption
position as a function of the applied bias, which we estimate as ωISB = 4.8V + 141.8 where
ωISB is the inter-subband transition energy expressed in meV Figure 4.26b. We believe the
value of the Stark-shift to be relatively robust in its estimation, as the Lorentzian tails are well
visible on most of the measured spectra, guaranteeing a relatively precise estimation of its peak
position.

Phase shift estimation. In order to estimate the phase shift induced in the waveguide, we
consider the evolution of the fitted transmission versus the photon energy at a given bias (which
means that for each bias, we take the values of the Lorentzian lineshapes of Figure 4.26a that
are on a vertical axis corresponding to the given bias, and repeat it for all biases). When drawn
onto a plot, the transmission versus wavelength (or photon energy) at a given bias, follows a
Lorentzian distribution with the wavelength L(ω), which verifies Kramers-Kronig relations :

L(ω) = ϵBKG(1 −
ω2

p

ω2 − ω2
0 − jγ

) (4.27)
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Figure 4.26: a). Transmission curves obtained from the measured data after the Lorentzian fit
procedure. b) Inter-subband Stark shift as a function of the applied bias, obtained from the
fitted Lorentzian parameters.

where ϵBKG ≈ 11.6 for InGaAs at λ= 9.1 µm (the optical index model presented in [48] is
used), ω0 the resonant frequency of the Lorentzian, ωp its plasma energy and γ its damping.
We applied the Lorentzian model of Equation 4.27 to the complete set of extracted data from
the transmission measurements, for all the different applied bias. An example is shown in
Figure 4.27a, obtained for a bias value of 0.05 V. The initial guessed values fed to the fitting
algorithm are extracted from the measured stark shift shown in Figure 4.26b for ω0, to wp =
3meV and γ = 0.1ω0. The real part of this Lorentzian gives the real part of the optical effective
index modulation, thus the phase modulation, while its imaginary part gives the absorption
modulation. The resulting fitted characteristic is shown in Figure 4.27b for a wavelength of 9.1
µm. Here, we neglected the waveguide geometrical dispersion contribution [210].

On Figure 4.27a. we observe that the extracted values of the absorption from the previous
fitted data (from Figure 4.26a) are distributed in the spectral domain following a Lorentzian
shape. The resulting fitted values of the absorption and phase modulation are plotted in Fig-
ure 4.27b. These values are close to the theoretical ones with a resonant energy ω0 = 166meV ,
a damping factor of γ = 33meV (which represents 20% of the resonant frequency ω0) and a
plasma frequency of ωp = 2.6meV (here the definition of ωp is normalized to ϵBKG = 11.6, as
seen from its expression given in Equation 4.27).

This concludes the characterization performed on the modulators. Further characterizations
are needed in order to confirm these results. Although the results here presented are some-
how still preliminary, from such devices we can expect to obtain absorption variation equal
or greater than about 3dB per 100 µm propagation length (14dB for a device 500 µm long
have been directly measured), with a corresponding estimated phase difference of 0.3 π corre-
sponding to a VπLπ ≈ 0.1V.cm, which is comparable to the state of the art of electro-refraction
modulator at telecoms wavelengths. Moreover, we want to clearly point out that the phase mod-
ulation has not been measured in this work due to time constraints, but only extracted through
Kramers-Kronig relations on the transmission measurements (we fitted a Lorentzian model on
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Figure 4.27: a). Fitted Lorentzian absorption and phases curves on the measured data of QWASS
02 at a bias of 0.05 V, across all the scanned energy range (corresponding to the wavelengths
between 7.5 and 9.3 µm). b) The resulting global extracted absorption and phase shift of the
QWASS 02 modulator, in the (-5 V, +5 V) bias range. Data are normalized for an active
modulator section length equal to L=100 µm.

the measurements). Nevertheless, this constitutes a clear demonstration of an electrically driven
waveguide amplitude modulator in the LWIR spectral band, and the first waveguide amplitude
modulator demonstration based on the inter-subband Stark shift. The complete performance
heat-maps, representing the whole accessible phase space of the modulator is presented in Fig-
ure 4.28, with the measured and fitted absorption and phase modulation from Figure 4.27b, and
optimal biases for phase modulation and performance are summarized in Table 4.3 below. One
can see that the optimal biases are comparable with the designed values (with the exception of
the bias -5V being on the lower bound of the measured and fitted data, suggesting that a lower
bias would allow better performances in the limit of an applied field lower than 80kV/cm on the
structure). The performance curve from Figure 4.27b are in good agreement with the simulated
ones (Figure 4.9b) with a slightly larger linewidth and a small shift in bias of less than 2V. This
is believed to come from a higher sensitivity of diagonal transitions in ACQW to an asymmet-
rical doping (the dopants are in the large well only), and to thickness variations between the
two wells that are not correlated and that lead to an enlarged optical transition linewidth in
comparison to an equivalent vertical transition in a single quantum well. The small shift in the
position of the maximal absorption peak is itself believed to be linked to a slight change in the
well and barrier dimensions from the designed ones that results in a shift of about 6% of the
intersubband transition energy from the designed one. This is compatible with technological
growth variation uncertainty.
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Chapter 4. Integrated phase and amplitude modulator for FSOC

Field <80kV/cm Vpp <3V
Transmission [dB] -5.5 -10

fRC [GHz] 17 16
V0, V1 [V] -5 and 1.7 -3.1 and -0.1
Lπ [µm] 151 154

Table 4.3: Optimum biases for phase modulation and extrapolated performance with constraint
of an applied electric field lower than -80kV/cm or a Vpp < 3V

5 Conclusion and perspectives

In this chapter, we have first presented the different physical effects that can be employed to
achieve optical index modulation, with a focus on those that can be exploited on the mid-infrared
range. The modulation of free carrier concentration in a waveguide core shows a great potential
as its effect is more pronounced at longer wavelengths, this advantage is reduced by the fact that
the typical volume in which those carrier densities are modulated do not scale with wavelength,
which would necessitate particular waveguide geometries (such, for instance, inter-digitated PN
junctions ) to compensate for the lower optical field overlap, which complicates the fabrication
and the subsequent integration with QCLs. The use of inter-subband Stark shift on the other
hand, shows very strong modulation effect (as already reported in the literature), and is highly
compatible with QCL as both stem from the same unipolar quantum technology, making their
use particularly interesting for future monolithic integration. Our choice, therefore, was to focus
on the use of Stark shift effect in ACQW into an optical waveguide, to realize a phase and
amplitude integrated modulator.

In this chapter, we presented two active region designs, that show promising computed the-
oretical performances estimated by an home-made computational model. Those active regions
were optimized in waveguide geometry to be flip-chip integrated by butt-joint flip-chip bonding
together with a QCL and an optical amplifier on a dedicated RF sub-mount. The first (nominal)
QWASS 01 design has been conceived to show high performances, that means a transmission
greater than -8dB, a Vπ of 3V for a Lπ of 87 µm (thus an modulation efficiency of VπLπ of 0.03
V/cm) and a frequency cut-off around 30 GHz, which would be comparable to state-of-the-art
modulators in the SWIR spectral band. The imposed fabrication constraints, namely using the
same active region for the passive and active waveguides, led us to a more conservative design
with a lightly doped active region, characterized by lower expected performances, but also with
lower parasitic optical losses. This second alternative active region (indicated as QWASS 02)
was designed to have a Vπ of 5.3V for an Lπ of 195 µm (thus VπLπ of 0.1 V/cm) and a reduced
electro-optical bandwidth of 14 GHz, but optical loses much lower at zero bias, around -20
dB/mm in comparison to the -160 dB/mm of the QWASS 01 design.

A multiple dedicated on chip waveguide layouts have been presented. The idea behind
was to have several configurations to be able to fully characterize the different electro-optical
performances of the modulators. These are namely: symmetrical and asymmetrical Mach-
Zehnder, planned for the characterization of the optical phase modulation ; straight and "S"-
shaped waveguides for the estimation of the linear absorption and its modulation as a function
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5. Conclusion and perspectives

of the applied bias ; and some more exploratory alternatives, like Mach-Zehnder interferometers
coupled with 90◦ hybrid MMI as an alternative layout for more advanced phase modulation
characterizations. All of those have been fabricated during this thesis, for which a rather complex
and time-consuming clean-room process has been developed.

Due to excessive absorption losses of the QWASS 01 structure (which were somehow rela-
tively expected), optical characterization of the components has been possible only on devices
integrating the QWASS 02 design yet. The results of such (still preliminary) characterizations
showed very promising performances, close to the computed ones, with a maximal absorption
of -8.5 dB/100 µm and a phase modulation of 0.7π/100µm between -4V and 1V, as extracted
from a fit of the transmission with a Kramers-Kronig consistent model. Moreover, although the
measured bandwidth showed limitations due to a parasitic capacitance associated to the RF
coplanar waveguides, we were still able to measure a 1.4 GHz -3dB bandwidth on an epi-up
component. Components dedicated to flip-chip integration should not have such limitations,
and are expected to show much higher bandwidth. Despite that this is the first generation of
devices, these performances already start to be comparable to state of the art performances in
the telecom band around 1.55 µm.

As said before, these components are currently being assembled with a QCL and an opti-
cal amplifier on a dedicated RF sub-mount for high-speed operation. This integrated emitter
would be the first demonstration of a fully integrated transceiver, in principle able to generate
amplitude or phase modulated signals for free-space optical communication in the LWIR do-
main. This constitutes a very promising perspective for the development of future generations
of mid-infrared integrated components.

In a longer-term perspective, the next generation of components would greatly benefit from
the development of low-loss, passive waveguide structure based for instance on butt-joint re-
growth of passive waveguides, or on the heterogeneous integration of components in a low-loss
SiGe platform. This would permit to design complex optical functionalities benefiting from in-
trinsically low optical losses, which represented the main limiting factor in the devices developed
during this thesis.

Finally, we would like to point out some difficulties we encountered in this work related
to the design of the structure. The QWASS 01 design, which was particularly highly doped
(n2D ≈ 1e12 cm−2) was not as resistive as expected, and didn’t resist to relatively low voltage
(V ≈ 3V ). We would suggest therefore to the designer wanting to pursue in the direction of
this work to either use deeper energy levels (possibly with other barrier and/or well material to
benefit from a higher band offset), or to use lower doping levels with possibly a higher number
of periods.
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Chapter 5
Coherent receiver for LWIR FSOC

The development of the receiver for telecommunication link requires the association
of a QCL acting as a local oscillator (LO), an optical amplifier and a detector. This
chapter focuses on the development of all three elements to form a coherent photonic
integrated receiver circuit. After presenting the different technologies of infrared de-
tector and metrics to compare them, the chapter will focus on the development of
a waveguide QCD in a coherent receiver. The general formalism of electronic trans-
port in QCD will be recalled, and optimization of the device presented. Following
the presentation of the fabrication of the device, its performances will be presented
together with the performances of a 90 degree hybrid MMI for future implementation
of an integrated I/Q coherent receiver.

Objectives
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1. LWIR detector and coherent detection

1 LWIR detector and coherent detection

1.1 Figures of merits of infrared detectors

There exists a multitude of infrared detector technologies and geometries able to detect photons
in the LWIR wavelengths. One can identify two kinds of infrared detectors :

- Thermal detectors which exploit a change of a physical property of a material when an
impinging radiation heats it. The most common ones are pyroelectric cells and bolometers.

- Photonic detectors in which an impinging photon is absorbed by an electrical transition
between two electronic states.

Thermal detectors, while very sensitive at room temperature, rely on physical mechanisms that
are relatively slow compared to the other, their response hardly reaches tens of kilo-Hertz [211,
212] and are therefore not good candidates for telecommunication applications. They are, on
the other hand, the most current detectors for imaging application and perhaps the most widely
commercially available ones.

Photonic detectors can be very fast and easily reach tens of gigahertz frequency response as
will be presented below. They are nevertheless very sensitive to their temperature of operation
which limits their performances and has been an intensive subject of work in the last decade.
Room temperature operation is a crucial aspect for an energy-efficient telecommunication link,
as cooling a detector is costly in terms of energy consumption and also in terms of footprint.

Photonic detectors are the ones we will consider and present in this chapter. In order to
compare them and identify the advantages and drawbacks of each one regarding our foreseen
application, some FOM are useful. These FOM are based on definitions from references [213][19]
and adapted for the characterization of photonic detectors used in direct detection (an impinging
signal is directly collected on the photodetector or possibly pre-amplified) which is the simpler
detection scheme, thus the one guiding our design for this first generation of a receiver.

Responsivity Probably the more meaningful one is the responsivity R given in [A.W-1]. It
is defined as the ratio between the photocurrent density Jopt in [A.m-2] and the incident optical
flux on the detector Φ in [W.m-2]. This definition allows direct comparison of similar detector
geometries under similar experimental conditions. This FOM depends upon the photon energy
through the different efficiencies defined below.

EQE The External Quantum Efficiency (EQE) ηext is a macroscopic characteristic of a pho-
todetector defined as the ratio between the number of electrons produced at the output of the
detector and the number of incident photons on the detector. It depends itself on two microscopic
efficiencies :

- the absorption efficiency ηabs. It is the fraction of the incident photons in the detector
active section that yield a photo electron. It depends on the optical geometry of the
detector through the optical coupling and on the absorption mechanisms in the detector
active section.
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Chapter 5. Coherent receiver, QCD and hybrid 90◦ MMI

- the internal quantum efficiency ηi. It is the number of output electrons per photo-electrons
generated. It is therefore an electrical transport term.

The overall EQE is then ηext = ηabsηi and is linked to the responsivity by the following relation
R = ηext

e
hν with e the elementary charge and hν the incident photon energy.

NEP The Noise Equivalent Power (NEP) measures the optical power impinging on the de-
tector that produces a signal equal to the noise of the detector. In a sense, it is the minimal
power that the detector can unambiguously detect. For direct detection schemes, the NEP if
often given in [W] and linked to the responsivity through the relation :

NEP = in
R

(5.1)

where in is the current noise in [A]. It can also be given in [W.Hz-0.5] especially for heterodyne
detection scheme, in that case it is the ratio between the noise spectral density Sn and the
responsivity R.

Specific detectivity The specific detectivity D∗ expressed in Jones ≡ cm.W−1.Hz−0.5. It is
the inverse of the NEP normalized by the photodetector area and bandwidth measurement :

D∗ =
√
A∆f
NEP

(5.2)

In that expression, the photodetector area A is the optical area and not the electrical area.
While it is often the case that the electrical and the optical area are the same, it is not the
case in waveguide geometry. This FOM is strongly dependant to the measurement condition
therefore several definitions are used [19]. Among them the dark detectivity D∗

dark is calculated
with the noise curent in in the NEP measured without any illumination on the photodetector.
The dark detectivity is a good metric as it only depend on the technology of the detector.

Electrical bandwidth In a telecommunication system, the electrical bandwidth of the pho-
todetector is an important metric. Two different frequency cut-off can be used in order to
compare the performance of a technology of photodetector. The first is the macroscopic fre-
quency cut-off f3dB. It is the frequency above which a given optical power modulation produces
less than half the electrical power modulation it produces at very low frequencies. It is a macro-
scopic frequency bandwidth characterizing the transit time of photo-carriers from the active
region of the detector to the external readout circuit, generally well described by a first order
RC filter. It therefore characterizes the internal technology of the photodetector as well as it
geometry and electrical environment in which it is integrated. This limit can come from any
constituent of the detector (the readout circuit, the active structure, the interconnects etc...).

The second one is the intrinsic frequency cut-off fint that is the microscopic intrinsic time
limit of the physical mechanism at use. Also defined as the frequency above which the output
signal power is half of its value at low frequencies, it is the ultimate limit of the macroscopic
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1. LWIR detector and coherent detection

f3dB were it free of any parasitic cut-off. For example the intrinsic frequency cut-off of thermal
detectors lies in the kilo-Hertz due to slow thermal diffusion processes while photonic detectors
intrinsic frequency cut-off are often several tens of gigahertz and more.

1.2 State of the art of LWIR detectors

The diversified choice in commercially available LWIR photodetector covers a wide range of
technological application, each with their performance requirements. In the telecommunication
application it is important to have a detector with a high bandwidth (in the GHz range) and a
low NEP. Moreover, the implementation in waveguide geometry and the integration with QCL
has to be facilitated for the foreseen application, as well as ambient temperature operation. The
following state of the art of available technologies justifies the choice of QCD as a photodetector
to be integrated in the receiver.

HgCdTe based photodetectors are some of the more mature and widely available LWIR
detector. They benefit from consequent developments since the 60’s and it is, by far, their high
responsivity that made their success. Wide detection wavelength tunability and quasi inde-
pendent lattice parameter with composition, associated with the developments of new growth
techniques also most likely contributed to their success [214, 215]. They have been developed in
a multitude of forms taking advantages of different physical parameters of the alloys, photocon-
ductors and photodiodes are the most common ones. Typical detectivity of uncooled HgCdTe
detectors in the LWIR wavelength are up to 1×109 Jones (whereas they reach up to 3×1012

Jones at 77K). The typical electrical bandwidth itself doesn’t exceed 1GHz [211, 216]. Despite
these promising performances, most of these detectors, and especially commercial ones, require
cryogenic temperatures which are not compatible with telecommunication system requirements.
Indeed, Auger recombination and tunnelling current have limited the rise in temperature op-
eration of HgCdTe based detectors [217]. Moreover, cadmium and mercury are toxic materials
whose use in electronic devices are restricted by the european RoHS directive. Nevertheless,
recent work has been dedicated to push this platform into reaching room temperature operation
with good performances, ref. [218] indicates the performance limit of HgCdTe based photodi-
odes and possible limiting factors in reaching them. An extensive comparative of all HgCdTe
based detectors and particularly hot detectors is available in ref.[219].

Type II strained layer superlattice are a growing competitor to HgCdTe detectors due to
their promise of lower Auger generation-recombination and lower fabrication cost compared to
HgCdTe based detectors [220]. They are formed from alternating thin layers (a few monolayers)
of InAs and GaSb (other materials combination such as InAsSb/GaSb or InAs/InAsSb "Ga-
free" can be used, although GaSb has been preferred for its more convenient material growth
[221, 219]). The alternating thin materials forms quantum wells in the valance and in the
conduction band separated by a thin enough barrier to ensure coupling between wells, leading
to the formation of minibands fig. 5.1a. Even though the theoretical performance improvement
of Type II Strained Layer superlattice (T2SL) compared to HgCdTe photodiodes presented them
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as a serious competitor, it has been shown that T2SL as an effective material, and even "Ga-
free" or complementary barrier infrared T2SL, might not be able to reach HgCdTe photodiode
performance and especially at high operation temperature [222]. Typical quantum efficiencies are
about 50% to 60% in the LWIR wavelengths and detectivities up to 1×1012 Jones at 77K. Despite
the limitation of T2SL, their association with the advantages of quantum cascade developed for
QCL is likely to lead to a new generation of T2SL based photodiodes surpassing the forecast
performances of HgCdTe detectors in high operation temperature in the mid infrared range [222,
223]. Recently Yan et al. have reported an interband cascade T2SL photodiode having a 260K
maximum detectivity of 5×108 Jones at a peak wavelength 10.4 µm. A little earlier Lei et al.
demonstrated above 340K operation of such devices with peak detectivity reaching 1×108 Jones
at 300K at 7µm wavelength [224]. Nonetheless, detailed study of the frequency response of these
detectors are still missing in the literature.

GaSb InAs GaSb InAs GaSb InAs GaSb InAs GaSb InAs GaSb
CB

 VB

 CMb

 VMb

(a)

CB

BS

 QBS

Idark

pe

ηabs

pc
Iphoto

(b)

Figure 5.1: (a) Typical band diagram of type II strained layer superlattice absorptive region. Op-
tical absorption occurs between the valence miniband (VMb) and conduction miniband (CMb)
formed by coupled quantum wells in the conduction band (CB) and valence band (VB). (b)
QWIP typical band diagram. Larger barriers between adjacent quantum well lead to reduced
coupling thus localized electron state in the conduction band in opposition to T2SL. Optical
absorption occurs between a bound state (BS) in a well and a quasi bound state (QBS), photo-
electrons are then extracted.

QWIP Quantum Well Infrared Photodetector are a photoconductor detector based on inter-
subband absorption, demonstrated for the first time in the late 1980 years by Levine et al.
[225]. Their structure is not unlike the structure of T2SL (fig. 5.1) as Quantum Well Infrared
Photodetector (QWIP) are formed from alternating thin layers of III-V semiconductor materials
(usually InAs/AlInAs, GaAs/AlGaAs or InSb/InAsSb) but with one major difference leading
to completely different properties, the barrier separating each well is thick enough to ensure no
coupling between the wells. Optical absorption occurs between the formed lower bound state in
a well and the upper bound state. Careful positioning of the upper bound state close to the top
of the well (ergo the "quasi bound state" denomination) allows the photo-excited electron to be
efficiently extracted under bias creating a photo-current which is superimposed to a dark current
fig. 5.1b. An intuitive way to see these components is to say that a photo-excited electron has
a probability to be extracted from the quantum well pe. Once extracted, it will propagate to
the next quantum well, where it will have a probability pc to be re-captured. The photocurrent
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under uniform illumination on an N period (N quantum wells separated by a thick barrier)
QWIP then writes as follows [213] :

Iphoto ∝ ηabs
pe

Npc
(5.3)

Extensive discussion about the fundamental properties of QWIP is discussed in references [213,
19]. Contrarily to HgCdTe and T2SL photodiodes, QWIP are intersubband unipolar photode-
tectors : the photocurrent is only carried by electrons flowing in the conduction band and
absorption occurs between two states within the conduction band ("holes" are essentially the
non-mobile, unscreened donor impurities). While this results in sharp and strong optical tran-
sition compared to interband absorption, this also requires the use of carefully designed optical
coupling to maximize the polarization parallel to the growth direction (see intersubband se-
lection rule discussed in subsection 2.4). Another advantage of intersubband detector is that
they are less sensitive to impurities and crystalline defaults leading to generation recombina-
tion, whose activation energy is around half the gap energy1, well above the optical transition
energy, which facilitates the fabrication of these devices. Typical performances of QWIP are
detectivities above 1010 Jones at 100K in the LWIR but can reach room temperature operation
with detectivity up to 107 Jones in the MWIR [221, 226]. They, in general, have a quantum
efficiency below 10% due to the intersubband selection rule. Electrical bandwidth reaching tens
of GHz have been reported thanks to fast LO-phonon assisted diffusion mechanism [19, 227]

Growth direction

E
n
e
rg

y

Figure 5.2: Band structure of an intersubband QCD. Optical absorption between the two levels
of the large well is represented by the vertical arrow. The photo-excited electron is then extracted
through the successive electronic levels of the cascade represented by the diagonal arrow, to the
next optical well. The active region period is materialized by the two dotted lines.

1While this is often true, this strongly depends on the material used, it is not the case in InAs/InAsSb
heterostructures
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Intersubband QCD are as QWIP intersubband detectors and benefit from the same advan-
tages and drawbacks. They can only detect photons whose polarization is parallel to the growth
direction but benefit from fast transport mechanisms ensuring linearity and low saturability of
the detector [228], and reduced sensitivity to impurities and crystalline defaults compared to
interband detectors. QCD are born from the adjunction of a cascade, developed in the frame-
work of QCL, to an absorbing quantum well, in order to efficiently extract the photo-electrons
[229]. First report of a dedicated quantum well - cascade design for detection has been reported
two years later in 2004 [230]. A typical band structure of QCD is presented in fig. 5.2. The
asymmetry of the band structure allows detection without any applied bias. The similarity of
band structure of QCL and QCD makes the heterogeneous integration of both on the same chip
possible, greatly facilitating the fabrication process while limiting costs [155]. Room tempera-
ture QCD are reported with NEP of 80pW/√Hz and detectivity of 6.5×107 Jones [231]. Fast
response with 3dB frequency cut-off above 25 GHz are reported, confirming the high potential
of QCD for telecommunication applications [232]. A complete review of QCD is available in
ref.[19].

New materials. Other detectors based on new materials such as graphene are being de-
veloped, but they are still in their early development. Nevertheless, their performance are
worth mentioning as a potential future competitor to the above technologies. The review article
ref.[233] presents a detail report of the developed technologies based on 2D materials covering
the whole infrared spectrum. In the LWIR which is our particular interest, metal dichalco-
genides seem to be better adapted materials than graphene, whose absorption coefficient is low.
PdSe2 photodetectors processed into field effect phototransistors have reached a detectivity of
109 Jones at room temperature from 1 to 10µm. Associated with MoS2 into heterostructures,
they even reached 1010 Jones, NEP of 0.1pW/√Hz, and response time in the 10 to 100µs range
[234]. Polymer based photoconductors are also a recent trend in LWIR high-temperature detec-
tion, background limited detectivity greater than 109 Jones and NEP of 24 nW/√Hz has been
demonstrated [235].

1.3 Coherent detection

In the first section we have exposed the main metrics allowing the comparison of different
technologies of photodetectors. Telecommunication applications requiring smaller and smaller
footprint, low-power consumption (which often work in pair), and high bandwidth, led us to the
choice of intersubband QCD as a detector to be integrated in a future photonic chip together
with a QCL. Indeed, the platform compatibility of QCD and QCL is of great advantage both for
fabrication process compatibility, easier integrability and conjoint development with partners in
charge of the QCL.

We have presented the performances of different technologies of infrared detectors has they
would be in the case of direct detection, but as stated in chapter 1 and explained in chapter 2,
direct detection is not the most efficient and robust implementation of a receiver for LWIR
FSOC. Coherent detection allows the use of both phase and amplitude modulation to transmit
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data at higher rates for a given modulation frequency (higher baud rate). Coherent receiver
are based on the projection of the modulated signal received (Sx) onto a reference signal (LO)
from a local oscillator laser. We can identify three regimes of coherent detection according to
the frequency difference between Sx and LO. The Heterodyne detection regime is of particular
interest for QCD based LWIR FSOC as it can considerably enhance the signal-to-noise ratio
as we will see. A simplified schematic of the heterodyne detection principle is presented in
Figure 5.3.

Photo mixing

Signal Sx

Local oscillator LO

Output signal So

(a)
THzGHz

(b)

Figure 5.3: a) Principle of heterodyne mixing. The signal Sx is mixed with the signal LO to
produce a signal So. This mixing function can be done by a MMI for example. b) Spectrum of
the produce mixed signal. In Heterodyne mixing, the frequency of the local oscillator (at ωLO) is
placed outside the bandwidth of the signal (at ωs represented in shaded blue). The bandwidth of
the quadratic detector, represented by the dotted line, filters out the high frequencies components
(it averages them), leaving only the radio frequency signal generally in the GHz range.

We assume that the signal Sx is carried by an electric field Es and LO by an electric field
ELO (the waveguide geometry ensures that both fields are linearly polarized provided that the
waveguides are well-designed and fabricated). These fields are mixed in a photo-mixer (a MMI
for example) to give an output signal So carried by an electric field Eo. In all generality, these
fields write :

Es(t) = As(t)cos (ωs(t)t+ ϕs(t))

ELO(t) = ALO(t)cos(ωLO(t)t+ ϕLO(t))

Eo(t) = Es(t) + ELO(t)

(5.4)

Eo is sent to a quadratic detector (sensitive to the optical intensity rather than the electrical
field). In all generality, any detector presenting a non-linearity can be used but in practice
photodiodes are the most commonly used as their quadratic dependence on the electrical field
produces an undistorted heterodyne signal (provided that they are linear with respect to the
impinging optical power). Time dependence of the above field amplitude, frequency, and phase
can be caused by voluntary modulation or by noise variation. The conversion of Eo to an
electrical signal I by the quadratic detector is then given by the following expression (we dropped
the time fluctuation of phase, amplitude, and frequency for simplicity, but they have to be
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considered, especially for modulated signal carrying information) :

I(t) ∝ A2
s

2 + A2
LO

2 +AsALOcos((ωs − ωLO)t+ ϕs − ϕLO) (5.5)

In that last expression, the time-dependent terms at the optical frequencies ωs and ωLO have
been averaged, since no considered detector is able to time resolve those fields. The term at
frequency ωs + ωLO is considered filtered out as its frequency is far greater than the frequency
cut-off of the detector, therefore it is neglected. Filtering out the first two terms to leave only
the last one, gives the heterodyne signal :

Ihet ∝ As(t)ALO(t)cos((ωs(t) − ωLO(t))t+ ϕs(t) − ϕLO(t)) (5.6)

It is interesting to note that this heterodyne signal carries both the information on the
instantaneous amplitude As(t) and phase ϕs(t) of the signal. If the signal is an optically modu-
lated signal carrying information, the heterodyne signal can be used to retrieve that information.
Moreover, the power of the local oscillator (LO) can be chosen high enough to ensure a high
signal-to-noise ratio, as we will see in the next part of this chapter. We will see that to take
advantage of the heterodyne detection it is important to have a quadratic detector with the
following characteristics

- a large bandwidth (in the GHz range) to time resolve the beating heterodyne signal

- high linearity and optical saturation power to ensure an undistorted signal

- a good EQE

All of those requirements can be met by QCD which is another reason for the choice of that
kind of detector.

2 Design of waveguide QCD

After having presented the different infrared detector technologies available and justified the
choice of QCD to be implemented in a telecommunication coherent receiver photonic circuit,
we will develop in the following section the optimization of a waveguide QCD for that specific
application. Firstly, the electronic transport formalism and the general trends it implies in the
design of such structures, will be exposed following the work of Mathurin Lagrée [68]. Optical
design and optimization will then be explained before the actual fabrication of the component.
Finally the measured performances of the device will be exposed at the end of this section.

2.1 Elements of electronic transport

In chapter 2 we have seen how the band diagram of a heterostructure was simulated using a
Schrödinger-Poisson auto-coherent solver, METIS, developed in the team. This code was applied
in chapter 4 to the simulation of modulators in which only the dielectric function modelling of the
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inter-subband transition was used, and the electrical transport was not explained in this chapter.
As it is of great importance to understand the rules of QCD design, the following section will
present the theoretical treatment of electrical transport in QCD as it is implemented in METIS,
and its implications on the macroscopic quantities : dark-current, photo-response and signal to
noise ratio. Direct application to the QCD structure named "QCD35b", designed in the MIR
group of III-V Lab, will then be presented and compared to the measurements at the end of
the chapter. As the electrical design of the band structure of this QCD was not part of this
thesis work, we will only extract the performance simulated as is. Moreover, the more advanced
rules of design presented in [68] were developed and stabilized after the design of that QCD.
Therefore, the actual design of that one would most likely have been done differently and can
likely be improved in a near future. QCD35b is composed of 15 periods of : 96/37/37/37/39/
29/41/28/43/26/46/24/50/21/56/19/66/18/(in bold are the InGaAs quantum wells, in plain
text the AlInAs barriers and underlined the doped quantum well at n2D = 2e11 cm-2.

2.1.1 Dark current and activation energy

In all detectors, a current will circulate through the electrical circuit under bias. This current
can come from many origins inherent to the technology (intrinsic), but also from the fabrication
process. Indeed, the fabrication most likely will induce crystalline defaults and/or impurities
which will all be sources of SRH generation/recombination currents and necessitate careful
passivation steps to ensure the device performance. The process induced currents sources often
comes from impurity electronic states at mid gap in the semiconductor, which in the case of
inter-subband devices require a much larger energy than the inter-subband transition. This
makes these devices autopassivated and greatly simplify their fabrication process. Therefore, it
is particularly interesting to minimize the intrinsic dark current, which will be superimposed to
the photo-current under illumination, and add noise. This current can be calculated from the
rates Γi→j , calculated as explained in chapter 2. At a given position z0 it is given by the net
electron flux as [68] :

Jdark = q
∑

i
zi<z0

∑
j

zj>z0

(Γi→j ni − Γj→i nj) (5.7)

In that equation, zi and ni are respectively the barycentre and electron density of the wavefunc-
tion (or electronic state) i, and q the elementary charge. The simulated dark current density of
QCD35b is presented in Figure 5.4.
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Figure 5.4: (a) Simulated dark current densities for the 15 periods QCD35b versus applied bias
or electrical field at different temperatures. (b) Simulated activation energy of QCD35b versus
bias. The inset represents one period of that QCD at a -5 kV/cm electric field.

The dark current is a thermally activated current as seen in the simulated current densities
Figure 5.4a. We evaluate the thermal activation energy Ea of that current at a fixed bias
according to the Arrhenius law, the result is represented in Figure 5.4b :

Jdark(T ) ∝ exp

(−Ea

kBT

)
(5.8)

This activation energy is lower than the commonly approximated energy difference between
the Fermi energy level EF (or the fundamental level L0 if the Fermi level is below it) and the
excited level in the optical quantum well (L1 in Figure 5.4b insert). In the present structure
as the Fermi level is 30 meV below L0, this energy difference that we will call Eapprox, is about
140 meV, which is 40% above the simulated activation energy at 0V. The simulated activation
energy increases at negative biases to peak at -12kV/cm almost 30% greater than its value at
0V . This configuration tends to increase the energy difference between the levels in the cascade
and depopulates them2, the lower levels in the cascades are thus less and less acting as stepping
stones and the activation energy increases. Furthermore, the coupling between L1 and the upper
levels of the cascade decreases as the bias becomes negative, until the activation energy reaches
a maximum around 130 meV at about -12 kV/cm. Decreasing more the bias below -12kV/cm
will then activate diagonal transitions (L0/L2, L0/L3, L0/L4 etc...) as the levels in the cascade
become closer to the fundamental level L0 and the structure becomes more asymmetrical. In
opposition, increasing the bias toward positive biases will progressively "flatten" the cascade,
creating a preferential path for the electrons and considerably decreasing the activation energy.
With increasing positive biases, the activation energy will tend to the L1 - L10 energy difference.

2This is valid for the design presented here and not a general trend
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2.1.2 Photo-response, absorption and extraction probability

Having seen how the dark current is calculated by our simulation software METIS, we can now
proceed with the photo-response under illumination of the detector. This photo-response comes
from the calculation of two metrics :

- how likely is an impinging photon able to promote an electron to the excited state L1 of
an optically active quantum well, the absorption spectrum α.

- how likely will that photoelectron be extracted toward the fundamental level of the next
optically active quantum well (or to the contact), the extraction probability pe.

For the first metric, we have demonstrated in chapter 2 that the thickness of a quantum well
being much smaller than the optical wavelength in the material, the absorption spectrum could
be reduced to the expression below :

α(ω) ∝ Im

(
−1
εz

QW

)
(5.9)

In the above expression, εz
QW is the quantum well permittivity in the growth direction. It is

calculated by the sum over all intersubband transitions (i to j) of lorentzian functions integrated
over energies E:

εe = εBKG +
∑

i,j i ̸=j

∫
E

ω2
pijρ2D(E) [fF D(Ei)(1 − fF D(Ej)) − fF D(Ej)(1 − fF D(Ei))]

(ωij + E(1 −mi/mj))2 − ω2 − jΓω dE (5.10)

This εz
QW as well as the effective length Leff on which it applies can then be fed to the

analytic optical mode solver to simulate the real absorption of a given structure, in our case a
waveguide, and obtain the absorption efficiency ηabs of the detector, which includes the geomet-
rical overlap of the optical electric field and so-called depolarization shift, implicitly calculated
when solving the Maxwell’s equations. Detailed calculation of Leff can be found in [236] and
discussion of the above equation in chapter 2.

Once the absorption efficiency is calculated, only the extraction probability has to be calculated
to simulate the photo-response of the QCD. This calculation takes advantage of the Markovian
matrix formalism as explained in detail in [68]. For a QCD period of N confined levels (L0 to
LN−1, N = 10 in our QCD) and at each instant n, an electron thermalized in the subband j

has a probability pij to transit to the level i by the instant n+ 1, independently to the absolute
step value n (the process has no memory). Under the following assumptions :

(i) we then consider that an electron in the fundamental state (L0 for the period 0) will stay
in that state until a photon promotes it to the excited level (L1 for the period 0)

(ii) an electron will necessarily leave any other level but the fundamental between each step

(iii) an electron reaching the fundamental level in the next period (L11 for period 1) is extracted
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the extraction process can be modelled by the Markov matrix P . The extraction probability is
then the limit when n approaches infinity of the last element of the propagated vector pn, with
p0 the initial "position" of the photoelectron in the first excited state (L1 in period 0) :

pe = p∞[N ] with p∞ = lim
n→+∞

Pn p0 (5.11)

in which :

P =



1 p01 p02 · · · p0(N−1) 0
0 0 p12 · · · p1(N−1) 0
0 p22 0 · · · p2(N−1) 0

0
...

...
... · · · 0

0 p(N−1)1 p(N−1)2 · · · 0 0
0 pN1 pN2 · · · pN(N−1) 1


and p0 =



0
1
0
...
0


(5.12)

The photo-response of the QCD can then be calculated from the absorption efficiency and
extraction probability as each of the N period of the QCD are in series [19] :

R(ω) = ηabs(ω)pe

N

e

ℏω
(5.13)

From Equation 5.13 one can think that the higher the number of period in the QCD, the
lower the photo-response. As it is true for a very high number of period, it is less the case when
reasonable number of period are used, as the absorption efficiency ηabs tends to be proportional
the number of period. Indeed, in a structure where the electric field varies at scales much
greater than the period length, adding a period will add the same absorption quantity until
the total thickness of the absorbing region of the QCD becomes comparable to the in media
optical wavelength. In the next section we will discuss the optimization of ηabs conjointly to the
detector performances in more details.

2.2 Performance optimum of waveguide QCD

We have in the last section explained how the electronic properties of our QCD are calculated
due to the band structure. However, we have not discussed the impact on the performance of
the different degrees of freedom we have when designing it in a waveguide geometry. Let us
consider a ridge waveguide of width W, length L and cross-section represented in Figure 5.5.
The vertical structure of that waveguide is composed of a gold layer, 4 µm of InP n:1e17 upper
cladding and 2.5 µm of InGaAs n:6e17 core on an InP n:1e17 substrate. In the middle of the
core we put N periods of the QCD presented in Figure 5.4b insert. Vertical dimensions of
the waveguide structure are chosen to match the optical mode of the QCL chosen, and the
fundamental optical mode of the waveguide, to limit the coupling losses between the two as
explained in chapter 2. Those dimensions are therefore not a degree of freedom in our design.
Based on these assumptions we will explain in this section the optimization process of waveguide
QCD for telecommunication applications.
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Figure 5.5: Waveguide geometry of our QCD. It is composed of a 2.5 µm thick InGaAs core
embedding the N periods of the QCD in it centre, a 4 µm thick InP upper cladding and a thin
layer of gold.

2.2.1 Signal to noise ratio

When designing a detector, one wants to maximize the signal-to-noise ratio of it for a given
application. Geometrical parameters such as the length of the waveguide, the number of period
of QCD embedded in the waveguide, and their doping can have a considerable impact on the
final performances. Indeed, the optical power injected into the waveguide decreases exponentially
with its propagation length as it is absorbed, so that after some distance there will be very little
power left to be absorbed. On the other hand, any section of the waveguide of given length will
add more electrical noise to the measurement, as well as reduce the component frequency cut-off.
Choosing the right length is therefore detrimental to the performances of the final component.
The signal-to-noise ratio dependence on these parameters can be intuitively linked to the noise
and absorption dependence on these.

External quantum efficiency :
Under the assumption that the perturbation on the repartition of the optical electrical field

induced by the introduction of one period of QCD in the core of the waveguide is negligible,
because its dimension are much lower than the wavelength in the media (i.e. we assume that
adding a period will not strongly impact the real part of the effective dielectric constant of the
optical mode but only its imaginary part, ergo its losses), it is then reasonable to approximate
the absorption efficiency by the following equation :

ηabs = αnN

αnN + β
(5.14)

135



Chapter 5. Coherent receiver, QCD and hybrid 90◦ MMI

0 5 10 15 20 25
Number of periods

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

a
b
s

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

R
el

at
iv

e 
er

ro
r 

[%
]

Mode solver

+
nN

nN

relative error
n2D=5×1010cm 2

n2D=2×1011cm 2

n2D=5×1012cm 2

(a)

10
10

10
11

10
12

n2D [cm 2]

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

a
b
s

0

1

2

3

4

5

R
el

at
iv

e 
er

ro
r 

[%
]

Mode solver
nN

nN+

relative error
N=1

N=15

N=28

(b)

Figure 5.6: (a) Comparison of the rigorous simulated absorption efficiency of the QCD35b for
low, intermediate and high doping versus the number of period, with the approximate expression
Equation 5.14. The same simulation versus the optical well doping for low, intermediate and
high number of periods N

The absorption due to the inter-subband transition is considered to be the same for all the
active quantum well of the N periods (we assume the same overlap with the optical electric
field), α, and proportional to the doping of those well n (αn is given in m-1). Other absorption
mechanisms in the waveguide are also present and regrouped in the β term. They are consid-
ered to be independent of the number of period N as mostly coming from absorption in the gold
top contact and to some extent in the thick semiconductor layers. These approximations are
in good accordance with the numerically simulated performances using the planar mode solver
introduced in chapter 2, as is reported in Figure 5.6. The relative error made using the approx-
imate formula Equation 5.14 is always below 5%. In most practical applications requiring an
intermediate number of period and doping (generally 5 to 10 periods and doping below 1×1012

cm-2), this approximation will be of good use. Throughout its propagation, the optical mode
power will exponentially decrease and produce less and less photoelectron by unit length. The
EQE can then be cast in the form (we assume a unitary optical coupling coefficient) :

ηext = ηabs
pe

N
(1 − exp (−(αnN + β)L)) (5.15)

Signal to noise ratio :
We can use the result of Equation 5.15 to obtain an analytical expression of the signal-to-noise

ratio in direct detection schemes, firstly in the case of direct detection. For QCD the noise SJ

can be written accurately as [19] :

SJ = 2e
N

|J+ + J− + Jopt| (5.16)
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In that expression, J+ and J− are respectively the dark generation and recombination micro-
current densities and Jopt the optical current density. The goal in designing a component is to
minimize the dark generation and recombination micro-current densities. At a zero bias, both
J+ and J− are equals and when a bias Vp is applied on one period, they only differ by an
exponential term exp(Vp/kBT ). An approximate expression of the dark micro-current densities
is given by the following expression at zero bias [68] :

J+ = J− ≡ Jdark ≡ J0 e
n

kBT ρ2D e
− ωISB

kBT (5.17)

Where J0 is considered independent of the doping and temperature, ρ2D is the two-dimensional
density of states, and n the active well doping ergo the electron density in one QCD period. In
chapter 2 we have seen that the actual absorption peak is actually blue shifted in comparison to
the inter-subband transition energy by the value of the plasma energy ( ˜ωISB =

√
ω2

ISB + ω2
p).

For an initially judiciously chosen inter-subband transition energy, when looking at the influence
of the doping on the dark noise, one has to take into account that shift and lower the designed
transition energy when increasing the doping, which are both detrimental to the dark current
noise. Therefore, we replace the ωISB in the above expression by the difference between the
targeted photon energy and the plasma energy ωp so that the current noise SJ is approximated
by :

J̃dark(ω) = J0 e
n

kBT ρ2D e
−

√
(ω2−ω2

p)
kBT (5.18)

SJ = 4e
N
J0LW e

n
kBT ρ2D e

−
√

(ω2−ω2
p)

kBT (5.19)

Following the above expressions 5.19 and 5.15, the SNR ratio of the waveguide can be approxi-
mated by :

SNR = ηexte

hνSJ
= ηabspee

2hν
√
eJ0NLW

(
1 − e

− αnNL
ηabs

)
e

n
2kBT ρ2D e

−
√

(ω2−ω2
p)

2kBT (5.20)

Interestingly, it is possible to express this SNR only with the fraction of the absorbed power A,
which is the term in parentheses in the above expression. This leads to an expression of the
SNR which is independent to the waveguide length L :

SNR =

√
αp2

e

4eJ0W

−A√
log(1 −A)

√
ηabsne

n
2kBT ρ2D e

−
√

(ω2−ω2
p)

2kBT (5.21)

The optimization of the waveguide QCD for direct detection then consists in first in opti-
mizing the doping and number of period (given an energy transition) to maximize the term in
blue, then choosing the length L that allows an absorption of 71% of the power that maximizes
the term in red. If the doping found produces a large plasma shift, tweaking the inter-subband
transition by the value of the plasma shift can be a start for a second iteration of the above
optimization process until a satisfying design is found.
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When it comes to heterodyne detection, the above development doesn’t hold. A new noise
contribution appears, which depends on the local oscillator power PLO. As the photocurrent in
heterodyne detection is given by Equation 5.5, the signal-to-noise ratio when dominated by the
shot noise can be written as (we neglect the local oscillator noise) :

SNR =
2ηabs

pe

N
e
ℏω

√
PsPLO√

4e
N J̃darkWL+ 2eηabs

pe

N
e
ℏω (Ps + PLO)

(5.22)

If the local oscillator can be chosen such as its optical power is much greater than the signal
to be detected (PLO >> Ps), then the signal-to-noise ratio can be as high as

√
2ηabs

pe

NℏωPs

(expressed in Hz−0.5). The local oscillator power necessary to transition to the heterodyne
noise limited regime is given by the limit :

PLO >
2J̃darkWL

ηabspe

ℏω
e

(5.23)

There seems to be no clear optimum length in the design of a waveguide QCD for hetero-
dyne detection, the shortest component appears to be the best to minimize the necessary local
oscillator power to be in an heterodyne limited regime of noise. As this power is rarely limiting
with QCL the design of a waveguide optimized for direct detection is convenient for heterodyne
detection too, provided that the necessary optical oscillator power is available. The local oscil-
lator power necessary to reach that regime is plotted in Figure 5.7b in the case of the QCD35b
structure embedded in a 8 µm wide waveguide, and whose length is chosen to absorb 71% of the
optical power.

As the number of period increases, the absorption efficiency increases and the length neces-
sary to absorb 71% of the optical power decreases, this results in a decrease of the LO power
necessary to reach the heterodyne noise regime with the number of period. Similar behaviour
is noticed with the doping of the active wells in Figure 5.7.

2.3 Fabrication

The optimization of the QCD35b structure has been presented in the last part as well as it’s
expected optical performances. In this part, we present the fabrication process of this structure
in waveguide configuration. Multiple combination of length (50, 100, 150, 200, 500 µm) and
width (8, 10, 12, 15, 20 µm) of waveguide have been fabricated as well as cylindrical and
rectangular shaped mesas of different dimensions for dark current characterization. The whole
fabrication process is done on molecular beam epitaxy grown structure on InP n:1e17 cm17 two
inches substrates. A second growth step using metalorganic chemical vapour deposition defines
the top InP cladding. The complete growth sheet is presented in Appendix A. The fabrication
process is very similar to the processing of the modulators presented in chapter 4. Therefore,
we will not develop it in more details.
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Figure 5.7: (a) NEP in direct detection of a waveguide optimized for direct detection with the
QCD35b band structure. The extraction probability is 0.54 and the width 8 µm. b) Corre-
sponding LO power necessary to reach the heterodyne limited noise regime of detection. The
yellow star is the QCD35b 15 periods actual design. c) Optimal length to absorb 71% of the
injected optical power.
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2.3.1 Ridge etching

The first step is the definition of the ridge waveguide geometry. The ICP-RIE etching technique
is used for that step with the following conditions : 90 W RIE power, 800 W ICP power, 9
SCCM Cl2, 19 SCCM H2, 2 SCCM Ar at a chamber pressure of 1.5 mTorr [237]. The chuck
was cooled down to 60◦C due to specific constraints on our equipment. To allow the sample to
be heated by the plasma, no vacuum grease is used between the chuck and the sample allowing
the temperature of the sample to build up, ensuring a good desorption of the produced InClx
compounds (as explained in chapter 4). A thick 1.2 µm silicon nitride hard mask deposited by
PECVD and opened by fluorinated RIE as described in chapter 4 is used to define the etched
ridges. Under those etching conditions, a selectivity SiN to InGaAs/InP of 1 to 8 has been found
for the QCD structure. The SiN hard mask is then removed using the same fluorinated RIE
recipe. An SEM picture of this step is presented Figure 5.8.

200 nm

20 µm

Figure 5.8: SEM picture of the etched ridge QCD waveguide. The inset presents a zoom on the
waveguide core, where the QCD periods are clearly visible. Some crystalline defaults are visible
as "holes" in the etched substrate.

2.3.2 Passivation and contact opening

Once the ridge waveguide has been etched, a thin 120 nm thick hafnium dioxide (HfO2) is
deposited on the whole sample to passivate the waveguide and electrically separate the metallized
contacts to come. This deposition is done using the ALD technique (in thermal deposition mode
at 250◦C) for its high thickness uniformity on high topology samples. This HfO2 film is then
etched using the same fluorinated RIE recipe used to remove the SiN hard mask in the previous
step. A thick photoresist (SPR 220 4.5) is used for that step in order to well cover all the surfaces
and especially the waveguide edges. The result of that processing step in shown in Figure 5.9.
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20 µm

Figure 5.9: SEM picture of locally opened contacts in the HfO2 thin film. The dielectric is
coloured in light blue.

2.3.3 Metallization

The electrical Ti/Pt/Au 50/75/350nm ohmic contact is then deposited using the sputtering
technique with a 45◦ angle tilt between the sample and the sputtered beam. This allows a good
deposition uniformity on all the surface and particularly the vertical edges of the waveguide. The
resulting metallized coplanar access contact is shown in Figure 5.10. The resulting component is
formed of two ridge waveguides that are then cleaved along the central axis to produce two QCD
waveguides with a cleaved facet after a thinning step. The thin dielectric on a doped substrate
leads there to a strong parasitic capacitance which will greatly reduce the electrical bandwidth of
the component similarly to the modulator. Nevertheless, the process used was already developed
and further developments to limit this capacitance using for example a planarization with a thick
polymer such as BCB, would have led to significant delay. Ultimately, the future generation will
be processed on semi-insulating iron-doped InP, which would likely solve that issue.

20 µm

Figure 5.10: SEM picture of the finalized component before thinning and cleaving.

141



Chapter 5. Coherent receiver, QCD and hybrid 90◦ MMI

2.4 DC characterization

2.4.1 Dark current and activation energy

The activation energy of test structure of different dimensions is a good indicator of the growth
and fabrication quality. To that end, a dedicated sample from the same wafer as the processed
waveguides is used. It is composed of multiple circular and square mesa of different dimensions,
which are reported in Table 5.1. Surface current densities are measured in a cryostat with a cold
screen to ensure dark condition. Activation energy is then extracted from a linear regression of
the data following Equation 5.8. The results are presented in Figure 5.11 and compared to the
simulated activation energy3. It appears that even though the general trend of the activation
energy with respect to the bias is similar to the simulated one, in that it peaks at a reverse bias
(around -0.4 V) and decreases for stronger reverse bias or direct bias, the absolute value of that
activation energy peak is almost 25 % below the simulated one and the peak appears at a bias
which is 70 % below the simulated one. This difference is not understood yet, and can come
from multiple origins that would have to be investigated.

The first one is the parameters used to model the quantum well interfaces (discussed in
chapter 2). Those parameters have been extracted from MBE grown test samples and have
been seen to correctly match the measured QCD performances from other geometries (see [68,
11]), thus should correctly match our component that have been grown during the same epitaxial
campaign. But our waveguide QCD has seen a successive MOCVD growth of the 4 µm thick
top cladding that could have modified, somehow, these parameters. Moreover, this regrowth
has been seen to create crystalline defaults (such as cross-hatch) in the structure that were
visible under optical microscopy, these are the consequences of constraint relaxation during the
growth and corroborates the possibility of a modified band structure, that again would have to
be investigated.

The second one is the possible presence of a shunt resistance in the component due to
fabrication process induced defaults that would short-circuit some QCD period. On Figure 5.8
it is clearly visible that the 15 QCD periods are well above the substrate, therefore a shunt
resistance, if process induced, would likely create a peripheral current contribution and an
activation energy therefore depending on the perimeter of the test mesas. It doesn’t seem to be
the case as presented in Figure 5.11d) and neither is the case for an eventual surface contribution
to the activation energy, as presented in Figure 5.11c), except maybe at strong direct bias, which
is believed to actually be a measurement artefact due to mesa self heating.

The third one is a possibly badly determined component temperature. Indeed, the setup
used at the time of that measurement had shown poor thermal contact between the component
and the cold finger of the cryostat, and is still under investigation to improve the quality of this
measurement. Nevertheless, this poor thermal contact should only impact the amplitude of the
measured activation energy but not the bias at which it peaks unless self heating is confirmed.

The test structures for activation energy characterization have presented different results
than simulated and the origin of that difference has yet to be determined. Nevertheless, the

3The measures have been done by Salvatore Pes and Nour Nawfal
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C2E C3S C4S S2S S3S S4S
Area [mm2] 0.04 0.09 0.24 0.04 0.09 0.25

Perimeter [mm] 0.71 1.06 1.75 0.8 1.2 2

Table 5.1: Mesa dimensions for the activation energy characterization

measured activation energy and the current density scalability to the component area are not
expected to induce too degraded performance of the device. The photo-response and noise
equivalent power in direct detection regime is the next investigated performance presented in
the following section.
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Figure 5.11: a) Extracted activation energy from dark current densities between 105K and 180K.
"C" labelled curves are circular mesas, "S labelled are square mesas. b) Dark current densities
measured on different mesas at 105K (continuous lines), 145K (dashed lines) and 180K (dotted
lines). c) Activation energy dependence with the mesa area, d) with the mesa perimeter.

2.4.2 Photoresponse of waveguide QCD

The measurement of the waveguide QCD photoresponse comes from the comparison between
the current under dark condition with the current under illumination. A good knowledge of

143



Chapter 5. Coherent receiver, QCD and hybrid 90◦ MMI

the incident power injected into the waveguide is crucial to the good estimation of the device
performance. To that end, an external cavity quantum cascade laser is used (MirCat™ from
Daylight Solution) and focused into the waveguide QCD using an aspherical lens (Thorlabs
C093TME-F) Figure 5.12a. The spectral power is measured close to the focal plane using a
calibrated thermopile (Thorlabs S401C). To estimate the coupling efficiency between the beam
spot and the waveguide fundamental mode, the spot at the focal plane is imaged onto a LWIR
camera (WinCamD-IR-BB microbolometer camera from DataRay) and a 53.4 times magnifica-
tion doublet of aspherical lenses. The beam spot diameter is thus estimated at 10.7 µm at 1/e2

Figure 5.12b. From a simulated optical mode distribution of the waveguide, it is then possible
to estimate the coupling efficiency between the beam spot and the waveguide using the overlap
integral of the electric fields Equation 5.24.

η = |
∫∫
E∗

m · Eindxdy|2∫∫
|Em|2dxdy

∫∫
|Ein|2dxdy

(5.24)

In that equation, Em is the simulated electric field of the fundamental TM mode of the
waveguide and Ein the incident field. Whereas Em is simulated using a vectorial mode solver,
Ein is approximated by a gaussian beam at the focal plane of diameter 10.7 µm given by
Equation 5.25, where r is the distance from the center of the gaussian in the (x,y) plane.

E(r, z = 0) = E0e
−
(

r
w0

)2

(5.25)

From the overlap integral between the simulated TM00 mode and the gaussian beam at focus,
and assuming a perfect alignment, we estimate a coupling efficiency η20 = 0.46 (η8 = 0.40) into
the 20 µm wide QCD waveguide (respectively 8 µm wide) at a 9.1 µm wavelength. A further
facet reflectivity of 27% is considered from Fresnel reflection calculation. As the optical mode is
well confined and almost doesn’t change with the wavelength in the measured range, we further
estimate a dependence of the coupling efficiency η(λ) = η(λ0)λ0f(λ0)

λf(λ) as the beam spot diameter
roughly evolves as 1/λf with f the focal length of the lens.

(a)

10.7 µm

(b)

Figure 5.12: (a) Measurement setup for waveguide QCD photoresponse characterization. (b)
LWIR picture of the focal spot using a x53.4 magnification on a LWIR camera.

The photoresponse of the detector is then calculated from the current under illumination Iph
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2. Design of waveguide QCD

and under dark condition Idark measured on the same setup as :

R(λ) = Iph(λ) − Idark(λ)
P(λ)η(λ)

where P(λ) is the laser power measured at the focal spot and η the total coupling efficiency
(approximately 0.336 at 9.1 µm). Responsivity of the 8 µm wide waveguide detectors are shown
on Figure 5.13a. Fabry-Perot oscillation pattern are clearly visible on the measured spectral
responsivity due to the gold covered back facet, and the cleaved uncoated input facet forming a
cavity. Room temperature responsivities as high as 140 mA/W are demonstrated at a wavelength
of 9.5 µm and above 100 mA/W at the targeted 9.1 µm wavelength. These are lower bound
estimation of the real component performances due to the approximation of perfect alignment
in the coupling efficiency calculation, and the consideration that all coupled power is effectively
absorbed.
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Figure 5.13: (a) Spectral responsivity of the 8 µm wide waveguide of different length at -0.5V.
(b) NEP of the same waveguides at peak responsivity and targeted wavelength. The plain lines
are the NEP in dark limited noise (calculated from dark current measurement), and the dotted
lines, the optical noise limited NEP (calculated from the current under illumination).

From the photo-current measurement used in the calculation of the photo-response it is pos-
sible to calculate the detector NEP using the noise expression Equation 5.16 and approximating
the current of the detector as the current in an ideal diode as presented in details in [19]. The
NEP (in the dark limited regime) is then given by :

NEP =
A
√

2e
NA |Idark| + 4kBT

rd

R
(5.26)

where A is the device electrical area and rd its dark differential resistance. Similar expression
under illumination is also possible to include the optical noise. In that case, the differential
resistance and current have to be taken under illumination. The dark limited and optical noise
limited NEP of the 8 µm wide QCD is shown in Figure 5.13b. The dark limited NEP of that
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device goes down to 40 pW/Hz0.5 in reversed bias at the peak responsivity, and the shortest
component seems to minimize it. Nevertheless, the difference is small between the 100 µm and
the 150 µm long waveguides, suggesting an optimal length close to 100 µm. Under illumination
the optical noise takes the advantage and dominates the noise, the 150 µm long waveguide has
the highest NEP while the 100 µm long presents a NEP under illumination close to the 200
µm long. This again suggests an optimal length close to 100 µm. These performances are very
similar to the ones reported in [238], our apparent slightly better performances are essentially
explained by a smaller component, thus a higher resistance in our favour, the overall structure
being quite similar.

3 Toward integrated coherent receiver, passive hybrid 90 degree
performances

In the above sections, we have discussed the design and performances of a QCD in waveguide
geometry. This component is aimed to be integrated in a coherent receiver for telecommunica-
tion. To that end, a fast and reliable detection of the phase of a modulated signal is essential.
A passive hybrid 90 degree is commonly used in coherent silicon photonics receiver, and we
also have seen that the heterodyne detection scheme preserves the phase of the detected signal
(Equation 5.6). In this section, we present the design of a passive hybrid 90 degree component
based on MMI for that application, as they inherently exhibit quadrature phase behaviour and
broadband functionality.

3.1 Design and robustness of 90◦ hybrid MMI

Based on the analytical development from Soldano [146] recalled in chapter 3 we have designed
90◦ hybrid MMIs and explored their robustness to variations in the fabrication process. These
components are designed for deep ridge geometry on InP n:1e17 cm-3 substrate. The waveguide
core is made of a 2.5 µm thick undoped InGaAs layer and a top cladding of 4 µm undoped InP.
The deep ridge configuration allows a high index contrast, thus shorter components, lowering
both the free carrier absorption in the doped substrate (required for the ICP etching in our
process) and the potential impact of optical index uncertainty. The design presented here is
based on general interference 4×4 MMI used as a 2×4. While this configuration produces longer
component compared to the use of paired interference MMI, quadrature phase relation at the
output are directly verified by symmetry, in opposition to the paired interference design which
requires the addition of a phase shifter and a 2×2 MMI, or a tapered MMI as demonstrated in
[239, 240], which makes the design more complex and potentially longer than the first option.
The ideal phase relation of the hybrid 90◦ 4x4 MMI is presented in Figure 5.14.

As exposed in chapter 3, the design of MMI is parametrized by the position and width of the
input waveguides ("a" and "wa" in Figure 5.14) as well as the width and length of the multi-mode
section ("W" and "L" in Figure 5.14). In our case, the width of the input waveguides is chosen
to be 8 µm in order to match the width of the other receiver component’s optical mode (QCL,
amplifier and detector) and maximize their coupling into the device. The need of tapered input
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Figure 5.14: (a) MMI 90◦ hybrid layout and dimensions denomination (adapted from [145]).
The inputs 1 and 2 are the used ones. (b) Phase relation between the outputs for both inputs.

waveguide is therefore not needed and simplifies the design of the MMI for that first generation
of components. Tapered input waveguide might be added in the future generation to enhance
the performance of a well-chosen design. Further consideration on the total device transmission
in the case of equally spaced inputs, fixed a ratio input width over multimode section width
of 0.133, thus a 60 µm wide multimode section. Small variation around the equidistant input
position (ergo small variation of "a") are then explored to minimize both the imbalance of the
90◦ hybrid MMI and phase error from the quadrature. To that end, imbalances are quantified
in the prospect of the balanced photodiode usage, usually evaluated by the in-phase (I) and in
quadrature (Q) Common Mode Rejection Ratio (CMRR) from input "i" expressed in edB [241].

CMRRiI = 20 log10

( |Pi1 − Pi4|
Pi1 + Pi4

)
and CMRRiQ = 20 log10

( |Pi2 − Pi3|
Pi2 + Pi3

)
(5.27)

Where Pij is the power transmitted from input i to output j. Usual requirements for telecom
application in C band (λ≈ 1.55 µ) are CMRR below -20 edB and phase error below ±5◦. These
performances are our goal in designing this device. To that end, we analytically pre-designed
the MMI following the same procedure used for the other types of devices presented in chap-
ter 3. This procedure gave an optimal device length of 1720 µm for equidistant input/output,
with a ratio input width/multimode section width of 0.133. A further numerical optimization
was carried out using a commercially available mode solver, varying the position of the input
waveguides from the equidistant ones (used in the pre-design). The resulting optimal design is
given in Figure 5.15 continuous lines with a=6.08 µm (see Figure 5.14), W=60 µm and input
waveguide 8 µm wide. In dashed (dotted) lines are presented the performance of the same de-
sign with input waveguide slightly shifted with respect to the optimal design, to estimate the
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robustness of the component. This shift of the optimal "a" parameter is of +300 nm (-300 nm)
that we chose as twice the estimated technologically experienced fabrication tolerances (due to
alignment, focus and protoresist development variation).
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Figure 5.15: Upper left : Common mode rejection ratio of the designed hybrid 90◦ MMI in
function of the length of the multimode section. Upper right : Phase error from quadrature, ϕij

refers to the introduced phase difference between output i and j. Bottom : Total transmission
from input 1 or 2. In continuous line is the optimal design, in dashed and dotted lines are the
optimal design with input positioned at plus or minus 300 nm regarding the optimal ones.

The optimal design presented in Figure 5.15 is chosen for its robustness to fabrication vari-
ation. Indeed, at the designed wavelength (9.1 µm) the CMRR are all below -20 edB for a
multimode section of length between 1290 and 1325 µm, phase error below 5◦ for length be-
tween 1280 and 1315 µm, and insertion loss below -1 dB for length between 1295 and 1320 µm,
for the optimal design and its two variations. The retained optimal design length is chosen to
be 1310 µm. This guaranties phase errors close or below the 5◦ limit, CMRR below -20 edB
and good throughput. Considering the analytical approximation of MMI sensitivity to small
variation [147, 144] recalled here :

|δL|
L

= |δλ|
λ

= 2 |δW |
W

(5.28)

the "bandwidth" in length is equivalent to an optical bandwidth of approximately ±200 nm
around the 9.1 µm design wavelength, or a fabrication tolerance in width of about 700 nm. The
fabrication tolerance are below the effective process variation that we estimate to be lower than
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100 nm in the worst case scenario. Small variation of length are implemented in the mask to
cope with potential fabrication variation. Lengths ranging from 1270 to 1350 µm by step of 20
µm are implemented on mask following the same procedure presented in chapter 3.

3.2 Optical performances of hybrid 90◦ MMI

The hybrid 90◦ MMI have been fabricated with the other MMIs and their fabrication process
presented in chapter 3. Their optical characterization makes use of the same setup and method
as the 2x2 MMIs only with 4 outputs. The setup used for that characterization is recalled in
Figure 5.16.

BS BS

M2 ~1° tilt

Piezoelectric 

Delay line

As
f=3mm
d=5mm

As
f=12.7mm
d=25mm

As
f=100mm
d=25mmECQCL

LWIR Camera

~ 12 µm

~ 11 µm

Figure 5.16: Optical setup for the characterization of the 90◦ hybrid MMI. ECQCL : External
Cavity QCL, BS : Beam splitter, As : Aspherical lens, M : Mirror. On the right side is an
example of a typically imaged far field of the output of a 90◦ hybrid MMI.

An external cavity quantum cascade laser is injected into one arm of the MMI. A delayed
beam in injected into the other arm using a slightly tilted mirror. A piezoelectric delay line
is used to scan the interference fringes imaged on a LWIR camera. For each measurement, a
set of 10 images are taken with an integrated shutter on the camera and averaged to define a
background image. That background is then subtracted from another set of 10 averaged images
taken without the shutter. This procedure is repeated for all the delay and wavelength step
necessary for the measurement, and then repeated at least three times to estimate the mea-
surement uncertainty (re-aligning the device each time). The CMRR can be directly calculated
from the raw background subtracted images. To that end, the power at one output is directly
estimated by the pixel sum on a 10×10 pixels square around the output waveguide imaged (the
result has been verified to be independent of the size or shape of the summed pixels around the
waveguide) and used to calculate the CMRR as in Equation 5.27.

The phase relation between the output follows a similar procedure except that for each
wavelength a scan of the delay line is performed for every wavelength step with the averaged
imaged taken for each delay step. For each wavelength, the output power is measured by the sum
of the pixels on the 10×10 square two. The measured power with respect to the delay are then
cleared from high frequency noise in the frequency domain (we suppress the frequencies 2 times
above the scanned wavelength frequency). At this time the interferograms are renormalized
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between -1 and 1 in order to increase the fitting procedure robustness afterwards. The delay is
then corrected, assuming a linear variation of half a scanned wavelength of the delay between two
consecutive extremums of the user chosen best interferogram (in practice, the interferogram from
the highest throughput output). Phase initial guess are retrieved from the Fourier transform of
the interferograms using the corrected delay and then used as starting point to the global fit of
sine function on all interferograms (the frequency if fitted globally, and each phase independently
on each interferogram). This procedure is also repeated on three sets of measurements for all
wavelengths in order to estimate the measurement uncertainty. Resulting measured CMRR and
phase relation error of the best measured component (the one of length 1330 µm) are presented
in Figure 5.17.
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Figure 5.17: (a) Measured CMRR of the 90◦ hybrid MMI of length 1330 µm. (b) Measured phase
error from quadrature of the same component. The inset present the typical interferograms of
the 4 outputs after renormalization and noise suppression at λ= 9.37 µm.

The CMRR for the in-phase (I) and quadrature (Q) outputs are below -10 edB from 9.1 µm to
9.4 µm, and probably below -20 edB, but the dynamic range of the camera and the measurement
noise which is dominated by mode hopping of the QCL due to facet reflectivity, are limiting
the precision of the measurement to an estimation of -20 to -25 edB. Phases errors are much
more impacted by the laser mode hopping, and the measurement precision hasn’t reached the
degree limit. Nethertheless, the component shows phase errors below ±20◦ on the same band.
This error falls below 12◦ on the 9.3 to 9.4 µm range. We believe the actual performances
of our 90◦ hybrid MMI to be actually better as the measurement uncertainty in the actual
setup appears to be relatively large (typically more than ±5◦), and mostly due to laser mode
hopping due to optical feedback in the laser cavity. To lower the measurement uncertainty, a
short wavelength laser (in the visible) could be used for the delay line correction, and an optical
isolator introduced after the ECQCL to stabilize the laser in a first iteration. Another possibility
would be to use asymmetrical Mach-Zehnder of a short and known free spectral range (possibly
integrated during the fabrication of the component) and scan the transmission spectrum of all
outputs. The wavelength shift of the minimal transmission peaks between outputs are in that
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case directly linked to the phase shift introduced by the component and the free spectral range
of the Mach-Zehnder (which can be measured too). This method, while potentially more precise,
would necessitate a precise wavelength meter coupled to the QCL, which was not available at
the time of this thesis.

4 Conclusion and future integration prospect

In this chapter, we have demonstrated a waveguide QCD with noise equivalent power in direct
detection down to 40 pW/Hz0.5 at a 9.5 µm wavelength and below 60 pW/Hz0.5 at a 9.1 µm
wavelength. In the prospect of integrating it with other components to form a fully integrated
coherent I/Q receiver, we also developed and demonstrated a passive 90◦ hybrid based on MMI,
having performances allowing coherent detection over a bandwidth of 100 nm around 9.3 µm.
These components are yet discrete ones and their integration as such with a QCL and potentially
an optical amplifier could be challenging as such. A way to potentially reduce the integration
complexity could be the use of QCLD material, a specifically engineered band structure material
in-between the QCD and the QCL band structure, that is able to perform both laser and
detector functions at opposite biases. Some demonstration of such components have already
been published and implemented into spectrometer [155, 242].

To that end, a carefully designed QCLD material could be locally etched to define the
future location of the passive components. The passive component structure could then be
locally regrown using low absorptive undoped material or even iron doped InP [243]. The next
fabrication steps would be very similar to the ones for the waveguide QCD fabrication and
result in a monolithically integrated coherent I/Q receiver. This process is summarized in the
Figure 5.18 below.
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Locally etch the QCLD material

Passive waveguide 

structure regrowth

and polishing

Complete process flow

Figure 5.18: A possible simplified process flow to obtain a fully monolithically integrated coher-
ent I/Q receiver with butt joint regrowth of low loss passive waveguide on a QCLD material. In
black are doped InP substrate and top cladding, in red is the InGaAs waveguide core embedding
the QCLD material, in light and dark blue are respectively undoped InGaAs passive waveguide
core, and undoped (or iron doped) InP passive waveguide top cladding. SOA : Semiconductor
Optical Amplifier, LO : Local Oscillator.
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In this manuscript, we have focused on the development of multiple building blocks with the goal
to make the first coherent transceiver for FSOC in the LWIR wavelength window. In particular,
we have developed passive beam combiners based on MMI for a coherent receiver, two versions
of an external phase and amplitude modulator in waveguide geometry for the coherent emitter,
and a QCD for the heterodyne detection.

In chapter 2 we have introduced the theoretical background of laser based optical communi-
cations, optical waveguide, and material optical properties that are used throughout the thesis.
A focus has been given to the optical characterization of InP with different n doping concen-
tration, HfO2 and Al2O3 deposited by ALD at different temperature. Those characterizations
were used to justify the use of HfO2 as a passivating dielectric in the fabricated components.

The chapter 3 was used to further dive into the optical waveguides technologies. After a
quick overview of the waveguide technological platform and waveguide geometries, we justified
the choice of InGaAS on InP deep ridge waveguide structure for the components developed in
this word. The theoretical framework of MMI was presented and used to design wideband and
robust to fabrication variation, beam splitter and combiner, to be used as a coherent beam
combiner in the future integrated heterodyne receiver. In particular, we presented the design
of a 2×2 MMI and its optical characterization. That component showed splitting ratio close to
the theoretical 50% with phase relations close to 180◦ on a wideband from 9 to 9.5 µm, showing
their great potential as an integrated beam combiner for the coherent heterodyne receiver.

The focus has been given in chapter 4, to the most challenging component for LWIR FSOC
: the external modulator. At first, we presented the different physical effects that can be used
in the LWIR for optical modulation. The great potential of both carrier density modulation
and inter-subband stark effect, in particular, has been underlined and our focus in this present
work, given to the inter-subband Stak effect. Two designs of ACQW structures have been
presented. The first one having high performances but also high optical losses when unbiased,
was deemed as a high potential solution. But its characterization in this first generation was
also seen as difficult due to the necessity to add passive waveguide sections to be able to cleave
it with good facet quality, which in turn would induce high optical losses. Therefore, a second
design with lower performances, higher driving voltage but lower optical losses when unbiased
was presented. The high potential component theoretical performances are a transmission in
operation greater than -8dB (-160 dB/mm at 0V), a Vπ of 3V for a Lπ of 87 µm (thus a VπLπ of
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0.03 V/cm) and frequency cut-off 30 GHz. The alternative component theoretical performances
are a transmission in operation greater than -5dB (around -20 dB/mm at 0V), a Vπ of 5.3V for a
Lπ of 195 µm (thus a VπLπ of 0.1 V/cm) and frequency cut-off 14 GHz. Many characterization
techniques and associated on chip layout have been presented, that were envisioned for the
optical characterization of the designed modulators. Only the second design characterization
was partly possible in the time-frame of this work, which showed component performances close
to the designed ones, and a cut-off frequency up to 1.4 GHz, limited by the on-chip coplanar
electrical access.

Finally, in the last chapter, chapter 5, we focused on the coherent receiver, and in particular
on the QCD for heterodyne coherent detection. The theoretical background behind the design
of a QCD have been presented and the simulated performances of the component fabricated
(but not designed) in this work have been presented. Its measured performances showed great
responsivity up to 140 mA/W at a 9.5 µm wavelength with noise equivalent power in direct
detection down to 40 pW/Hz0.5 at a 9.5 µm wavelength and below 60 pW/Hz0.5 at a 9.1 µm
wavelength. Following the theoretical development of chapter 3 we presented a designed 90◦

hybrid MMI for coherent detection with balanced QCD. CMRR for the in-phase (I) and quadra-
ture (Q) outputs have been measured below -10 edB from 9.1 µm to 9.4 µm and phase relation
error (from the quadrature relations) below 20◦ on the same band, and even below 12◦ from 9.3
to 9.4 µm.

Throughout this thesis, a wide diversity of active and passive optical components have been
designed and fabricated. Only a fraction of them could be characterized in the time frame of this
work. Nevertheless, in a near future the focus should be given to improving the characterization
setup robustness and thoroughly measuring the components.

For the characterization of passive components, an optical isolator, or better, achromatic
optics and a coherent white source such as a super-continuum source, could be used to improve
the measurement accuracy of the already measured components, and measure the other ones
accurately. The already measured components could be used as a starting point for further
improvement to next generation devices, by adding tapered transition for instance.

Concerning the active components, the designed ones could be reproduced and processed with
passive waveguide regrowth in order to greatly facilitate their optical characterization. Lots of
characterizations could also be performed on the existing ones, fabricated during this thesis, as
most of them could not be in this work. This could have an enormous impact on improving the
reliability of the QWASS_02 design measured performance and, for the QWASS_01, give its
supposedly improved performances even though it would be more challenging to measure. In the
meanwhile the components fabricated to be integrated, will be in a very near future, integrated
with a QCL and an optical amplifier in a coherent emitter, which should give a better input on
their in-situ performances.
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Appendix A
QCD35b growth sheet

Layer Material Thickness [Å] Doping (Si) [cm−3]

Top cladding
MOCVD

GaInAs 1000 Max
InP 100 7,00E+18
InP 27000 1,00E+17
InP 12000 2,00E+16

GaInAs 200 1,00E+17
Contact GaInAs 6533 4E+16

Cascade

AlInAs 18
GaInAs 68
AlInAs 19
GaInAs 59
AlInAs 21
GaInAs 53
AlInAs 24
GaInAs 49
AlInAs 26
GaInAs 45
AlInAs 28
GaInAs 42
AlInAs 29
GaInAs 39
AlInAs 37

Optical well GaInAs 96 2,4E+17 (1/3)

Cascade

AlInAs 18

x14

GaInAs 66
AlInAs 19
GaInAs 56
AlInAs 21
GaInAs 50
AlInAs 24
GaInAs 46
AlInAs 26
GaInAs 43
AlInAs 28
GaInAs 41
AlInAs 29
GaInAs 39
AlInAs 37
GaInAs 37
AlInAs 37

optical well GaInAs 96 2E+17 (1/3)

Injector

AlInAs 30
GaInAs 80 1E+17
AlInAs 30
GaInAs 86 1E+17
AlInAs 35
GaInAs 90 1E+17
AlInAs 35

Contact GaInAs 6733 4E+16
Substrate InP 500 µm 1E+17
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Appendix B
Modulator growth sheets

1 QWASS01

Layer Material Thickness [Å] Doping (Si) [cm−3]

Top Cladding
MOCVD

GaInAs 1000 Max
InP 100 7,00E+18
InP 27000 1,00E+17
InP 12000 2,00E+16

GaInAs 200 1,00E+17
Core WG GaInAs 9250 6,00E+16

ACQW

AlInAs 200
GaInAs 52 2,70E+18
AlInAs 14
GaInAs 26
AlInAs 200

x19GaInAs 52 2,00E+18
AlInAs 14
GaInAs 26
AlInAs 200
GaInAs 52 1,80E+18
AlInAs 14
GaInAs 26 1,80E+18
AlInAs 200

Core WG GaInAs 9450 6,00E+16
Substrate InP 500 µm 1,00E+17
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2. QWASS02

2 QWASS02

Layer Material Thickness [Å] Doping (Si) [cm−3]

Top Cladding
MOCVD

GaInAs 1000 Max
InP 100 7,00E+18
InP 27000 1,00E+17
InP 12000 2,00E+16

GaInAs 200 1,00E+17
Core WG GaInAs 8700 6,00E+16

ACQW

AlInAs 200
GaInAs 52 9,00E+17
AlInAs 12
GaInAs 24
AlInAs 200

x23GaInAs 52 5,00E+17
AlInAs 12
GaInAs 24
AlInAs 200
GaInAs 52 6.20E+17
AlInAs 12
GaInAs 24 6.20E+17
AlInAs 200

Core WG GaInAs 8900 6,00E+16
Substrate InP 500 µm 1,00E+17
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Appendix C
Mask layouts

1 Absorption cell

This cell is composed of "S" shaped waveguides with a central modulator section of length L, and
waveguides of width W. The offset between input and output waveguides is 600 µm. A Straight
waveguide is added to some components to facilitate the first alignment. These components are
planned for absorption vs bias characterization of the modulators.

DC Active

DC

Passive

GND

2 Straight cell

This cell is composed of straight waveguides with coplanar RF waveguide. The modulator length
is comprised between 25 and 450 µm for a chip 550 µm long, or 750 to 900 µm for a chip 1050
µm long. Layouts to characterize the three variations of 90◦ hybrid MMIs are also added, as
well as RF coplanar electrodes in short and open circuit.
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3. Mach Zehnder cells
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3 Mach Zehnder cells

There are 3 versions of this cell, each one made of Mach-Zehnder with the same version of MMI
(see the image for their dimensions). The length of the active section L ranges from 80 to 330
µm with modulator active section waveguide width W of 6, 8 or 12 µm (all passive sections are
6 µm wide). Three characterization layout for the MMI are added at the bottom with "S" bend
parameters from the absorption cell layout. The pcurve parameters for the Mach-Zehnder are
: (a0 = 0, a1 = 1, a2 = 0, a3 = 4.86e-4, a4 = -1.11e-05, a5 = 6.71e-08), (b0 = 0, b1 = 0, b2

= 0, b3 = 6.95e-4, b4 = -1.58e-05, b5 = 9.58e-08) and L=66 (dimensions in µm or assimilated).
For the MMI characterization layout outputs, pcurve parameters (a0 = 0, a1 = 0, a2 = 0, a3 =
4.32e-4, a4 = -6.17e-05, a5 = 2.35e-08), (b0 = 0, b1 = 1, b2 = 0, b3 = 2.16e-4, b4 = -3.09e-05, b5

= 1.17e-08) and L=105 are used, dimensions in µm or assimilated.
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Appendix C. Mask layouts

4 Asymmetrical Mach Zehnder cells

There are 3 versions of this cell, each one made of Mach-Zehnder with the same version of MMI
(see the image for their dimensions). The length of the active section L is 50 or 150 µm with
active modulator waveguide width W of 6, 8 or 12 µm (all passive sections are 6 µm wide) and
DeltaL of 1600 or 2000 µm. The pcurve parameters for the Mach-Zehnder are : (a0 = 0, a1 =
1, a2 = 0, a3 = 8.23e-5, a4 = -2.74e-06, a5 = 1.52e-08), (b0 = 0, b1 = 0, b2 = 0, b3 = 3.29e-4,
b4 = -4.12e-06, b5 = 1.52e-08) and L=90 (dimensions in µm or assimilated).

DC

Passive

GND

GND GND

GND

Active Active

5 Mach Zehnder and H90 cell

There are 3 versions of this cell, each one made of Mach-Zehnder with the same version of MMI
(see the image for their dimensions). The length of the active section L is 100 or 200 µm for
active modulator waveguide width W of 6, 8 or 12 µm (all passive sections are 6 µm wide). Three
versions of the 90◦ hybrid MMI are on the cell, their dimensions are in the image legend. The
pcurve parameters for the Mach-Zehnder are the same as for the Mach-Zehnder cell. Pcurves
parameters are for the 90◦ hybrid MMI inputs : (a0 = 0.0, a1 = 1.0, a2 = 0.0, a3 = 3.82e-4, a4

= -8.42e-6, a5 = 4.95e-8), (b0 = 0.0, b1 = 0.0, b2 = 0.0, b3 = 4.83e-4, b4 = -1.07e-5, b5 = 6.27e-8)
and L = 68 ; for the inner outputs : (a0 = 0.0, a1 = 1.0, a2 = 0.0, a3 = 1.79e-4, a4 = -2.15e-6,
a5 = 6.88e-9), (b0 = 0.0, b1 = 0.0, b2 = 0.0, b3 = 1.56e-4, b4 = -1.87e-6, b5 = 5.98e-9) and L =
125 ; for the outer outputs : (a0 = 0.0, a1 = 1.0, a2 = 0.0, a3 = 7.29e-5, a4 = –7.81e-7, a5 =
2.23e-9), (b0 = 0.0, b1 = 0.0, b2 = 0.0, b3 = 3.32e-4, b4 = -3.56e-6, b5 = 1.02e-8) and L = 140.
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6. Modulator for integration GS
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6 Modulator for integration GS

There are three different designed layouts for the integration on a dedicated submount with RF
electrodes. The first one is a simple layout, single section waveguide of 300, 250 or 200 µm with
a G-S electrode on submount.

L = 300 (or 200, 250 µm)

W = 6, 8 or 12 µm

Electrode on submount

The second is a single section waveguide of 300, 200 or 250 µm with a GSG electrode on
submount.

The third is a three section waveguide with an active section of 70, 85 or 100 µm and total
length of 300 µm for QWASS_01 structure with GSG electrode and DC passive bias electrode on
submount. For the QWASS_02 structure it is composed of a two sections waveguide with active
section of 170, 190 or 210 µm and total length of 300 µm with a GSG electrode on submount
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Appendix C. Mask layouts

L = 300 (or 200, 250 µm)

W = 6, 8 or 12 µm

Electrode GSG on submount

and a DC passive electrode (with passive waveguide metallised or not).

L = 300 µm with active 

section of 85, 70 or 100 µm 

for QWASS01, 170 ,190 or 

210 for QWASS02 (passive 

section metallised or not)

 

W = 6, 8 or 12 µm

QWASS01 QWASS02

7 Whole sample implantation :

For QWASS_01 and QWASS_02 processed samples, the following cell implantation is used (the
2 sections QWASS_02 being in place of the QWASS_01 three sections for the corresponding
sample) :
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8. Passive MMI layout and implantation :

Integration GSG

250 and 200 µm

Integration GSG

300µm

Integration SG

250 and 200 µm

Integration SG

300 µm

Integration GSG

3 sections 

Integration GSG

3 sections 

Integration GSG

3 sections 

Integration GSG

3 sections 
MZMA MMI V1

MZMA MMI V1

MZMA MMI V2

MZMA MMI V2

MZMA MMI V3

MZMA MMI V3

MZM H90 MMI V1

MZM H90 MMI V1

MZM H90 MMI V2

MZM H90 MMI V2

MZM H90 MMI V3

MZM H90 MMI V3

Absorption "S"

Absorption "S"

Absorption "S"

Straight

Straight

StraightMZM MMI V1

MZM MMI V1

MZM MMI V2

MZM MMI V2

MZM MMI V3

MZM MMI V3

8 Passive MMI layout and implantation :

Similarly, for the processing of passive MMI structures, those being made using contact lithogra-
phy, one single mask is used to define the etched waveguides (and alternatively, one for the marks
and labels). Its implantation if presented here : The following components are implemented on
this one :

• General interference 2×2 MMIs with waveguides of 6, 8 or 12 µm

• Restricted interference 2×2 MMIs with waveguides of 6, 8 or 12 µm (width)

• Symmetrical 1×2 MMIs with waveguides of 6, 8 or 12 µm

• 2×4 90◦ hybrid MMIs with waveguides of 6, 8 or 12 µm
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Appendix C. Mask layouts

each of those designs are reproduced 9 times with 8 different length variations by step δL/2.
See chapter 3 for its definition. Their optimal dimensions are :

• L = 67.68, 125.7 or 218.9 µm, W= 18.75, 25.8, 34.3 µm, a = 4.8, 6.5 or 8.56, δL = 12, 20
or 40 µm for waveguide width of respectively 6, 8 and 12 µm. Those dimensions are those
of 1×2 MMIs.

• L = 94.6, 194 or 43.6 µm, W = 19.2, 27.8 or 467.7 µm, a = 3.9, 5.2 or 7.7, δL = 12, 20 or
40 µm for waveguide width of respectively 6, 8 and 12 µm. Those dimensions are those of
2×2 restricted interferences MMIs.

• L = 334.1, 493.6 or 1283.7 µm, W = 20.9, 25.6 or 41.7 µm, a = 7.4, 8.3 or 12.8, δL = 12,
20 or 40 µm for waveguide width of respectively 6, 8 and 12 µm. Those dimensions are
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8. Passive MMI layout and implantation :

those of 2×2 general interferences MMIs.

• W = 37, 60 or 62 µm, L = 494.5, 1310 or 1398 µm, a = 4.3, 6.1 or 7.7, δL = 12, 40 or
20 µm for waveguide width of respectively 6, 8 and 12 µm. Those dimensions are those of
2×4 MMIs.

Each design and its variations are repeated along a spiral distribution on the whole sample.
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Appendix D
Modulator absorption fitted data

The fitted lorentzian functions discussed in chapter 4 are presented here. The extracted data
at the given bias is presented by the red dots, the fitted lorentzian functions by the red (fitted
absorption) and blue (phase) dashed curves.
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Appendix D. Modulator absorption fitted data
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Appendix E
Résumé des chapitres

1 Chapitre 1 : Introduction générale

Dans ce premier chapitre, nous situons le contexte et les motivations du travail effectué et
présenté dans cette thèse. Une première partie se concentre sur l’état actuel des télécommu-
nications et les éléments historiques ayant mené à son actuel constitution. En effet, l’actuel
réseau de télécommunication est majoritairement constitué de télécommunications optiques sur
le réseau fibré pour sa partie câblée, et des télécommunications radiofréquences pour sa partie
espace libre. Actuellement, dans un contexte de croissance conséquente des débits échangés,
des solutions alternatives ont besoin d’être développées pour subvenir aux besoins à venir en
termes de communication haut débit. En particulier, les télécommunications en espace libre
sont vues comme une solution crédible pour répondre à ce besoin, et dans une seconde partie,
leurs avantages et les challenges liés à leur développement sont exposés. Elles ont l’intérêt de
nécessiter des infrastructures moins couteuses que leur alternative câblée ou fibrée, et procurent
une meilleure sécurité et efficacité énergétique que leur alternative radiofréquence. Néanmoins,
la sensibilité d’un lien de télécommunication optique en espace libre, vis-à-vis des perturba-
tions atmosphériques, posent un conséquent challenge à leur développement. Dans ce contexte,
plusieurs études ont démontré la moindre sensibilité des longueurs d’ondes de l’infrarouge loin-
tain, en comparaison des longueurs d’ondes des télécommunications fibrées (infrarouge proche),
à ces perturbations. Toutefois, les composants optiques pour l’infrarouge lointain qui nous in-
téressent, ne bénéficient pas de la maturité technologique de ceux de l’infrarouge proche, très
largement développés pour les télécommunications fibrées. C’est pourquoi dans ce travail de
thèse, nous nous concentrons sur le développement des briques de bases nécessaires pour con-
stituer un système de télécommunication en espace-libre aux longueurs de l’infrarouge lointain.
Les briques développées et présentées dans les chapitres suivants sont tous des composants en
géométrie de guide d’onde pour leur intégrabilité en circuits photoniques.
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Appendix E. Résumé des chapitres

2 Chapitre 2 : Éléments théoriques de télécommunication et
semi-conducteurs

Dans la première partie de ce chapitre, nous présentons les éléments théoriques de la modulation
optique d’un faisceau de lumière monochromatique (laser) pour transmettre de l’information.
Plusieurs types de modulations en phase et en amplitude sont présentés, et plusieurs formats de
modulation cohérente d’ordre élevé sont discutés. La capacité d’un canal présentant un bruit
blanc gaussien est présentée. Nous rappelons ainsi en particulier qu’il est tout aussi important
d’avoir une bande passante élevée et un bon rapport signal/bruit. Le taux d’erreur binaire de
différents formats de modulation à travers ce canal est présenté, et l’importance d’un diagramme
de constellation bien construit est rappelée, en lien avec le taux d’erreur binaire.

Dans la seconde partie de ce chapitre, nous présentons toute la théorie utilisée pour concevoir
les composants optiques actifs et passifs présentés dans les chapitres suivants. En particulier,
nous présentons l’importance de la bonne connaissance des indices optiques des matériaux util-
isés, et les différentes méthodes de mesures de ces derniers. Nous présentons deux méthodes
employées pour caractériser les propriétés optiques de semi-conducteurs et de diélectriques, ainsi
que les indices optiques obtenus par ces méthodes et les limites des méthodes de caractérisations
employées.

Dans la suite du chapitre, nous présentons les aspects théoriques et l’incidence du confine-
ment électronique sur les propriétés optiques d’un matériau constitué de puits quantiques. Les
incertitudes sur la fabrication et la modélisation des puits quantiques, en particulier la mod-
élisation des interfaces des puits quantiques, est discutée, ainsi que la méthode de calibration
employée pour garantir un bon accord entre performances simulées et réalisées.

3 Chapitre 3 : Optique guidée et composants passifs

Ce chapitre est dédié à l’optique guidée. Dans une première partie, nous présentons les dif-
férentes géométries de guide d’onde employées, leurs avantages et inconvénients. Différentes
plateformes technologiques pour l’infrarouge lointain et leurs performances associées sont égale-
ment comparées. Les différentes sources de perte optique sont discutées dans la suite de cette
partie, ainsi que les moyens de les modéliser et de les limiter. Nous présentons les pertes de
couplage entre les guides de différentes sections, ou les moyens d’injecter un faisceau laser dans
un guide d’onde. Les pertes optiques liées à la rugosité d’interface des guides sont aussi présen-
tées et leur impact justifié comme étant négligeable pour le travail présenté dans la suite du
manuscrit. Enfin, les pertes radiatives dans des guides courbés et les moyens employés pour y
pallier sont présentés à la fin de cette partie. En particulier, nous avons présenté la méthode
de conception des sections de guide courbées, qui nous a permis de trouver un compromis entre
les pertes optiques par radiation et les pertes par absorption dans le matériau très absorbant
constituant nos guides d’ondes. Le choix de guides d’ondes "deep ridge" est finalement justifié et
successivement employé dans ce travail, pour la compatibilité en termes d’intégration avec des
QCLs déjà développés par un partenaire.
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4. Chapitre 4 : Modulateur de phase et d’amplitude intégré pour les télécommunications
espace libre dans l’infra-rouge lointain

Dans la seconde partie de ce chapitre, nous présentons les aspects théoriques des inter-
féromètres multimodes (MMI), des composants photoniques passifs employés pour leur ro-
bustesse et leur largeur de bande optique. Ces éléments sont ensuite utilisés pour la conception
de recombineurs de faisceaux, dans l’optique de leur utilisation comme photo-mixeur pour une
détection hétérodyne cohérente avec des photodiodes balancées. Ceux-ci ont été réalisés, et leurs
performances optiques mesurées et rapportées dans cette partie. Nous avons démontré la ca-
pacité de notre composant à séparer la puissance injectée dans une de ses entrées en deux parts
égales avec une incertitude inférieure à 8% sur une bande allant de 9 à 9.4 µm. Les relations
de phases entre les sorties sont proches du théorique 180◦ (±10◦) sur la même bande. À notre
connaissance, les performances présentées ici due MMI 2×2 comme recombineur de faisceaux,
sont à la pointe de la technologie dans la bande spectrale de l’infrarouge lointain. Mais, très
peu de retours sur les performances de ces composants sont rapportés dans la littérature, pour
le fonctionnement dans l’infrarouge lointain.

4 Chapitre 4 : Modulateur de phase et d’amplitude intégré pour
les télécommunications espace libre dans l’infra-rouge lointain

Dans ce chapitre, nous présentons d’abord les différents effets physiques qui peuvent être utilisés
pour réaliser une modulation d’indice optique, en mettant l’accent sur celles exploitables dans
l’infrarouge lointain. La modulation de la concentration en porteurs libres dans le cœur d’un
guide d’ondes montre un grand potentiel. En effet, sa force est plus prononcée aux longueurs
d’onde plus grandes. Cet avantage est néanmoins tempéré par le fait que le volume typique
dans lequel ces densités de porteurs sont modulées, ne change pas avec la longueur d’onde, ce
qui nécessite des géométries de guides d’ondes particulières pour compenser le recouvrement
plus faible avec le champ optique, compliquant la fabrication et l’intégration ultérieure avec les
QCLs.

L’utilisation de l’effet Stark inter-sous-bande, d’autre part, montre un très fort effet de mod-
ulation (comme déjà rapporté dans la littérature) et est hautement compatible avec les QCLs,
car les deux sont fondés sur la même technologie de composants. Cela rend sont utilisation par-
ticulièrement intéressante pour une future intégration monolithique. Notre choix a donc été de
nous concentrer sur l’utilisation de l’effet Stark dans des puits quantiques asymétriques couplés,
insérés dans un guide d’onde optique, pour réaliser un modulateur de phase et d’amplitude.

Dans la suite de ce chapitre, nous présentons deux conceptions de régions actives, qui
montrent des performances simulées prometteuses. Ces régions actives ont été optimisées en
géométrie de guide d’ondes pour être intégrés à des puces, epi-down, avec un QCL et un amplifi-
cateur optique, sur une embase RF dédiée. Le premier design (nominal), QWASS 01, a été conçu
pour montrer des performances élevées, c’est-à-dire une transmission supérieur à -8dB, un V π

de 3V pour un Lπ de 87 µm (donc une efficacité de modulation de V πLπ de 0,03 V/cm) et une
fréquence de coupure autour de 30 GHz, ce qui serait comparable à l’état de l’art modulateurs
dans la bande spectrale SWIR. Les contraintes de fabrication imposées, notamment l’utilisation
de la même région active pour les guides d’ondes passifs et actifs, nous a conduit à un second
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design plus conservateur, avec une région active peu dopée, caractérisé par des performances
attendues plus faibles, mais également avec diminution des pertes optiques parasites. Cette
seconde région active alternative (nomée QWASS 02) a été conçu pour avoir un V π de 5,3 V
pour un Lπ de 195 µm (donc un V πLπ de 0,1 V/cm) et une bande passante électro-optique de
14 GHz, mais des perte optique beaucoup plus faible à polarisation nulle, environ -20 dB/mm
par rapport aux -160 dB/mm du QWASS 01. Plusieurs configurations de guides d’ondes dédiées
aux caractérisations sur puce ont été présentées. Il s’agit de Mach-Zehnder symétriques et
asymétriques, prévus pour caractériser la modulation de phase optique ; de guides droits et en
"S" pour estimer l’absorption linéaire et sa modulation en fonction de la polarisation appliqué ;
et de quelques alternatives plus exploratoires, comme les interféromètres Mach-Zehnder couplé
à un MMI hybride 90◦ pour une caractérisation de la modulation de phase plus avancé. Tout
ces composants ont été fabriqués durant cette thèse, pour laquelle un processus de fabrication
complexe et fastidieux en salle blanche a été développé. En raison des pertes d’absorption ex-
cessives de la structure QWASS 01, la caractérisation optique des composants n’a été possible
que sur des composants QWASS 02. Les résultats de ces caractérisations (encore préliminaires)
ont montré des performances très prometteuses, proches de celles calculées, avec une absorption
maximale de -8,5 dB/100 µm et une modulation de phase de 0,7π/100 µm entre -4V et 1V,
telle qu’extraite à partir d’un fit de la transmission avec un modèle vérifiant les relations de
Kramers-Kronig. De plus, même si le la bande passante mesurée a montré des limitations dues
à une capacité parasite associée aux guides d’ondes RF coplanaires, nous avons quand même pu
mesurer une bande passante de 1,4 GHz à -3 dB sur un composant épi-up. Les composants dédiés
à l’intégration de flip-chips ne devraient pas avoir de telles limitations, et devraient afficher une
bande passante beaucoup plus élevée.

5 Chapitre 5 : Récepteur cohérent pour les télécommunications
espace libre dans l’infra-rouge lointain

Dans la première partie de ce chapitre, nous présentons les différentes technologies de détecteurs
pour l’infrarouge lointain. Après avoir comparé, sur la base des figures de mérites exposées
au début du chapitre, ces différentes technologies, notre choix d’utiliser des détecteurs à cas-
cade quantique est justifié. Il s’ensuit une présentation des éléments théoriques permettant de
modéliser et de simuler les performances de tels composants, employés pour présenter les perfor-
mances théoriques du composant QCD réalisé dans ce travail. Par la fabrication du composant
en question est présentée et ses performances mesurées.

Nous présentons les performances d’un détecteur à cascade quantique (QCD) en géométrie
de guide d’ondes ayant une NEP en détection directe jusqu’à 40 pW/Hz0.5 à une longueur
d’onde de 9,5 µm et inférieure à 60 pW/Hz0.5 à une longueur d’onde de 9,1 µm.

Dans la perspective de l’intégrer avec d’autres composants pour former un récepteur cohérent
I/Q, nous avons également développé et démontré un hybride 90◦ basé sur des MMIs, dont les
performances permettent une détection cohérente sur une largeur de bande de plus de 100 nm
autour de 9,3 µm. Ses CMRR sont mesurées inférieurs à -10edB sur une bande allant de 9.1 à
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5. Chapitre 5 : Récepteur cohérent pour les télécommunications espace libre dans
l’infra-rouge lointain

9.4 µm et les erreurs sur les relations de phase sont inférieures à ± 20◦ sur la même bande, voir ±
10◦ sur la bande 9.3 - 9.4. Il est important de souligner içi que l’incertitude sur ses performances
est largement dominée par l’incertitude introduite par le banc de mesure lui-même, et ne traduit
pas les performances du composant en lui-même attendues comme étant bien meilleures.
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MOTS CLÉS

Optique intégrée, guide d’onde, modulation optique, télécommunications en espace libre, infrarouge lointain

RÉSUMÉ

Les communications optiques en espace libre sont devenues un domaine d’intérêt croissant au cours des dernières an-
nées, dans lequel les dispositifs optoélectroniques fonctionnant dans la gamme des longueurs d’onde de l’infrarouge
lointain (LWIR) pourraient être de sérieux concurrents des longueurs d’onde traditionnelles des télécommunications pour
les liaisons atmosphériques. En effet, les grandes longueurs d’onde sont moins affectées par les perturbations atmo-
sphériques. Toutefois, le déploiement des communications en espace libre dans le LWIR est limité par la disponibilité
des éléments de base passifs et actifs tels que les modulateurs d’amplitude et de phase rapide et les recombineurs de
faisceaux.

Dans ce travail, nous présentons le développement d’un modulateur externe en géométrie guide d’onde, basé sur l’effet

Stark inter-sous-bande, fonctionnant à λ = 9 µm. Cet effet est particulièrement intéressant pour la modulation en raison de

sa réponse intrinsèquement rapide, son accordabilité élevée et linéaire en longueur d’onde avec une tension appliquée,

et sa faible consommation d’énergie. Nous avons intégré des puits quantiques asymétriques couplés dans un guide

d’ondes InGaAs sur InP afin de maximiser l’interaction optique tout en minimisant la capacité électrique du composant. Le

résultat est un modulateur polyvalent capable d’effectuer une modulation d’amplitude ou de phase par un choix judicieux

de la polarisation et de l’intensité de la modulation RF appliquées. Dans l’optique d’une future intégration monolithique,

nous avons conçu et fabriqué des recombineurs de faisceaux passifs en guide d’ondes basés sur des interféromètres

multimodes (MMI) ainsi que des détecteurs à cascade quantique (QCD) pour la détection cohérente. Nous présentons

leurs performances, et en particulier celles d’un séparateur MMI 2x2 3dB et d’un MMI hybride 90 degrés 2x4, qui sont

des éléments essentiels pour les émetteurs-récepteurs intégrés pour communications cohérentes.

ABSTRACT

Free-Space Optical (FSO) communications has become a field of growing interest over the past years in which optoelec-

tronic devices operating in the Long Wave Infrared (LWIR) wavelength range could be serious competitors to traditional

telecom wavelengths for atmospheric links as they are less impacted by atmospheric perturbations. However, the de-

ployment of LWIR FSO communications is limited by the availability of basic passive and active building blocks such as

high-speed modulators and beam combiners among others. In this work, we present an external integrated modulator

based on inter-subband Stark effect operating at λ= 9 µm. This effect is of particular interest for modulation due to its

intrinsically fast response, high wavelength tunability under applied bias and low RF power consumption. We embedded

asymmetrical coupled quantum wells within a deep ridge InGaAs on InP core waveguide in order to increase the optical

interaction and reduce the geometrical capacitance. The result is a versatile modulator able to perform either amplitude

or phase modulation by an appropriate choice of applied DC bias and RF modulation. In addition, we designed and fab-

ricated passive waveguide beam combiners based on Multi Mode Interferometer (MMI) and quantum cascade detectors

(QCD). We present their performance and in particular 2x2 3dB MMIs splitter as well as 2x4 90 degree Hybrid MMIs

which are critical building blocks for integrated transceivers based on complex modulation format and are planned to be

integrated with a QCD.
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